Distributed Multi-Target Tracking for Heterogeneous Mobile Sensing
Networks with Limited Field of Views

Jun Chen and Philip Dames

Abstract— This paper introduces the normalized unused sens-
ing capacity to measure the amount of information that a sensor
is currently gathering relative to its theoretical maximum. This
quantity can be computed using entirely local information and
works for arbitrary sensor models, unlike previous literature on
the subject. This is then used to develop a distributed coverage
control strategy for a team of heterogeneous sensors that
automatically balances the load based on the current unused
capacity of each team member. This algorithm is validated in
a multi-target tracking scenario, yielding superior results to
standard approaches that do not account for heterogeneity or
current usage rates.

I. INTRODUCTION

Multiple target tracking (MTT) is a broad class of prob-
lems that includes applications ranging from environmental
monitoring to surveillance to smart cities. In recent years,
MTT problems are increasingly being solved by mobile
sensing networks, due to their capability to reactively adjust
sensor coverage over the mission space as new information
is collected. Developing algorithms to determine and achieve
the desired sensor states is the problem of coverage control,
which aims to maximize some total measure of the team’s
performance over the entire mission space.

We choose to utilize a distributed algorithm, as these
scale well to larger sensing networks and are more tolerant
of individual failures. The most widely used distributed
coverage control strategy in recent years are Voronoi-based
methods [1]-[4]. The basic idea is to partition an environ-
ment using the Voronoi tessellation and then recursively drive
each sensor towards the weighted centroid of its Voronoi
cell, a process known as Lloyd’s algorithm [5]. This will
eventually achieve a local maximum of the global measure
of team performance. In these algorithms, sensors are only
required to communicate with their direct neighbors and it
is typically assumed that sensors have perfect knowledge
of their locations and that the mission space is convex. A
number of recent works have provided various solutions to
accommodate uncertainty in sensor location [6]-[9] and to
allow for non-convex spaces [10]-[13].

None of the above approaches consider heterogeneity
in the team, which limits their use in complex scenarios
where a variety of different types of robots and sensors
may be needed to complete the task. Weighted Voronoi
diagrams, which include power diagrams, have recently been
used to account for heterogeneity in the radii of circular
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Fig. 1. Comparison of a Voronoi diagram (red solid lines) and a power
diagram (blue dotted lines) with 6 cells. The size of each generator points
(green disks) for the power diagram corresponds to its power radii (weights).
A power diagram is equivalent to a Voronoi diagram when the weights for
all generator points are identical.

sensor footprints [13]-[16] and energy levels [17]. Voronoi-
based methods have also been used for wedge-shaped sensor
field of views (FoV) [18]. Stergiopoulos and Tzes [19]-
[21] used novel partitioning and distribution algorithms for
sensing networks where all sensor FoVs share the same
arbitrary shape (but may be of a different size). Hexsel et
al. [22] introduced a gradient ascent-based coverage control
algorithm to maximize the joint probability of detection in
anisotropic sensing networks. However, as with most gradi-
ent ascent approaches, sensors can prematurely converge to
a local extremum of the objective function. This is especially
harmful in target tracking scenarios, since this often results
in multiple sensors tracking the same target while others are
left unobserved.

Our approach is based on a novel measure, the normalized
unused sensing capacity, which measures the difference
between the current information that a sensor gathers and the
theoretical maximum. This can be computed using entirely
local information and does not require any assumptions about
the type of sensor or the shape of the sensor field of view. We
then use this measure to construct a power diagram. In this
way, the task load for each individual robot is automatically
balanced with its neighbors, assigning robots that have more
accurate sensors, larger sensor fields of view, and/or are
not currently tracking any objects to cover larger areas. We
demonstrate the efficacy of this approach through a series
of simulated experiments, showing that our approach yields
higher quality and more reliable tracking in teams with large
amounts of heterogeneity.

II. PROBLEM FORMULATION

We assume that we have a team of n mobile sensors
S = {s1, 82,...8,} with positions @ = {qi,...,q9,} and



orientations © = {6y,...,0,}. Each sensor is kinematic,
following the dynamical model:

qi = Us,

0; = vy,

(1)

where u; and v; are the control inputs for position and
orientation respectively of the ith sensor. The team is tasked
to search for and track targets in a convex environment
E C R? though there are several existing methods to
incorporate obstacles and concavity [10]-[13].

A. Lloyd’s Algorithm

The objective of Lloyd’s algorithm is to minimize the
following functional:

HQW) =3 [ 1l -alo@ar. @

where W; is dominance region of sensor s; (i.e., the region
that sensor s; is responsible for), || - || is the Euclidean
distance, € E, and f(-) is be a monotonically increasing
function. The role of f is to quantify the cost of sensing
due to degradation of a sensor’s ability to measure events
with increasing distance. The dominance regions W; form a
partition over F, meaning the regions have disjoint interiors
and the union of all regions is £ [1].

The goal is for the team to minimize the functional (2),
both with respect to the partition set ¥V and the sensor posi-
tions (). Minimizing H with respect to JV induces a partition
on the environment V; = {z | i = argminy_; _,, [|[x—qx|l}.
In other words, V; is the collection of all points that are
the nearest neighbor of s;. This is the Voronoi partition, as
Figure 1 shows, and these V; are the Voronoi cells, which
are convex by construction. We call ¢; the generator point
of V;. Minimizing H with respect to () leads each sensor to
the weighted centroid of its Voronoi cell [1], that is

. fV[_ x¢(x) dx
T ey dr

Lloyd’s algorithm sets the control input for sensor s; to

U; = *kprop (qz - qr)a (4)

where ko, > 0 1is a positive gain. The angular velocity uses
a bang-bang strategy, maximizing the angular velocity until
the sensor is facing directly towards the goal. By following
this control law, the sensors asymptotically converge to the
weighted centroids of their Voronoi cells. This still holds true
when ¢(z) varies with time.

3)

B. Multiple Target Tracking

In an MTT setting, a natural choice for ¢(x) is a tar-
get density function. This density function, which changes
over times as targets appear, disappear, and move, can be
estimated using any number of standard MTT algorithms.
Some best known trackers include global nearest neighbor
(GNN) [23], joint probabilistic data association (JPDA) [24],
multiple hypothesis tracking (MHT) [25], particle filters (PF)

[26], and the probability hypothesis density (PHD) filter [27].
Each of these methods use a Bayesian filter to track the
multi-target posterior, with the main differences being in how
they approach the problem of data association, i.e., matching
multiple measurements to target tracks.

In this paper, we use the PHD filter, as it does not require
any explicit data association. Recently, we have shown that
this works effectively in a distributed MTT problem using a
homogeneous team of robots [28]. In [28], we introduce a
distributed version of the PHD filter (also used in this paper)
and utilize its output as the weighting function ¢(z) in (3).
This effectively drives each sensor towards estimated target
locations, enabling the team to actively search for and track
targets cooperatively in a distributed manner. However, it is
important to note that the overall framework presented in this
paper can be easily adapted to any other choice of Bayesian
MTT tracker.

C. PHD Filter

The PHD filter tracks the first statistical moment (i.e., the
mean) of a distribution over random finite sets (RFSs) (i.e.,
sets with a random number of random elements) [27]. RFSs
can be used to represent quantities such as the set of targets
in the environment or the measurements received by a robot.
The Probability Hypothesis Density (PHD), denoted by v (),
is the first order moment of a RFS and takes the form of a
density function over the state space of a single target or
measurement. The integral of PHD over a region is equal to
the expected number of targets in that region numerically at
that time. Note that v(x) is not a probability density function
(PDF), but can converted into one by normalizing by the
expected number of targets in a space F,

v(z)
Pzl B) = S v(@)dx’ ®)
The PHD filter recursively predicts this target density func-
tion using transition probability and updates it with sensor
measurements in order to estimate the target set [27]. In this
work we represent the PHD using a set of weighted particles
[29], a standard approach for nonlinear measurement models.

III. MULTI-TARGET TRACKING USING HETEROGENEOUS
MOBILE SENSING NETWORKS

We assume that each sensor s; has a finite field of view
(FoV) f;, but the FoV need not be the same for any sensors.
Let pq(x|q;,0;) denote the probability of sensor s;, with
current position ¢; and orientation 6;, detecting a target with
state x € E. For a sensor with a finite FoV f, py(z) is
non-zero only when x € f. Examples of f; include a wedge
shape for a camera or a circle for a lidar. We assume that pg
is time-invariant, but make no other assumptions about the
shape of f; or about the functional form of py. In practice,
pq can be estimated either via a data driven manner [30] or
by experience.

The total detecting capability of sensor s; is given by

D; =
fi

pa(|gi, 0;) dz. (6)



Note, D; measures both the size of f; and the sensor’s ability
to detect information within f;. This will allow us to map
the detection model of any arbitrary sensor s; to a perfect
isotropic detection model with the identical sensing capacity.

A. Unused Sensing Capacity

In this paper, we consider sensor heterogeneity in terms
of not only sensing capability, such as FoV and detection
accuracy, but also its current usage to track targets. When a
sensor has detected a target and started to track it, it has less
capacity to track other targets than a sensor with no target
detected yet.

For each point z € f;, since targets cannot overlap, at
most 1 target can be found at z. Thus, max(v(z)) = 1 and
the maximum possible detection probability is given by

Pmax(#) = pa((¢;, 0;) - max(v(x)) = pa(x[q;, 0i). (1)

Thus, the maximum total possible detection, i.e., s;’s sensing
capacity is defined

Meanwhile, the expected number of target detections at x is
given by
pexp(x) = pd(x)pt (LL') )

Thus, the total expected target detection is defined

Cexp,i:/ pd(x|q%0i)pt(x|fi)dx

o Iy palala:, 0:)v (@) d (10)

/ 5, v(z)dx
Definition 1 (Normalized Unused Sensing Capacity). The

normalized unused sensing capacity for sensor s;, denoted
Us, is given by

U, = C(max,i - Cexp,i = / (1 - fz((z))dx)pd(xmiv 9,) dz.
fi
(11)

Note that (11) can be easily modified when other Bayesian
filters are used for tracking, as we discussed in Sec. II-B.
The normalized unused sensing capacity quantifies current
capacity for a sensor to track targets. A sensor originally
with greater detection capability is supposed to have stronger
ability to track more targets, but such ability decays as
increasing number of targets have been tracked by this
Sensor.

i

B. Power Diagram Implementation

Sensor heterogeneity is considered by controlling the
spatial deployment of the network over time to reach an
optimized total detection probability of targets. This requires
optimization of both space partitioning and location in each
partition. While a Voronoi diagram generated by sensor loca-
tions yields the optimal dominance region V; for sensor s; in
a homogeneous isotropic sensing network, power diagrams

[31] are often used for heterogeneous team. The power dia-
gram is a variant of the standard Voronoi diagram that uses
the power distance, f(||z—p;l|) = ||z—pi||*—p?, where p; is
the power radius of s; and p; is the generator point, taking
Fig. 1 as an example. Previous works that use the power
diagram utilized sensor positions as the generator points, p;,
and the radii of the sensor FoVs as the weights, p;, to account
for sensor heterogeneity [13], [16], which implicitly limits
the approach to isotropic sensors. On the other hand, our
approach extends to heterogeneous anisotropic sensors.

1) Optimized Partitions: We utilize the normalized un-
used sensing capacity U; to set the power radius for each
sensor, a novel strategy to account for the heterogeneity
in partitioning the dominance regions. As a result, the
distributed optimization functional (2) becomes

HQW) =Y /W (1 = pil]? = g(U)?) b(x) der, (12)
=1 i

where g : R — R is a mapping from the measure of sensing
capacity to the measure of sensing radius for sensors. Since
the normalized unused sensing capacity has units of area, we
choose ¢ such that the resulting power radius, g(U;), is equal
to the radius of a perfect (i.e., pq = 1) isotropic sensor with
the same total sensing capability, D;, i.e., mg(U;)? = U,.
Therefore we have

. (13)
0

Existing methods based on the power diagram, such as
[13], [16], [17], assume that the sensor’s detection probability
is a non-increasing function of the distance to the sensor.
In other words, the location of a sensor is the location that
maximizes the probability of detection of that sensor. Thus, it
makes sense that they use the sensor location as the generator
point, i.e., let p; = gq;. However, this no longer holds true for
anisotropic sensors. Instead, we find the weighted centroid
of the detection probability

I, wpa(@lqi, 0;) dw a4
q g 5
e ffi pa(zlgi, 0;) dx
which we call the centroid of detection (COD). We use these
COD, @max,i> as the generator points for our power diagram.
Note that in the case of an isotropic sensor the COD will be
the same as the sensor position.
Thus, the optimal partition becomes

—9(U)")}
(15)

Remark 1. The proposed spatial partitioning strategy maps
an arbitrary sensor model to a perfect isotropic sensor in
a way that preserves the weighted center of detection gpay;
and the total sensing capacity D; by choosing the appropriate
mapping of the normalized unused sensing capacity g(U;).
By doing that, a sensor’s unused sensing capability is mapped
to the same scale as the sensing range and thus can be
directly compared with the size of the partition.

W, =PV,={z|i= %rgmin(Hx — Gmax,i||?
-1,

L



2) Optimized poses: Similar to [1], at each moment the
partial derivative of H,(Q, W) W.I.t. ¢max,; is given by

oM
0, (@) _ 2Mpv, (qmax,i — Cpv,),

1
a(]max,i ( 6)

where Mpy, and Cpy, are the mass and center of mass
respectively, defined as

Mpy, = o(z) dz,

le (17)

Thus, by recursively driving gmax,; to Cpy;, the partial deriva-
tive continues to approach to 0 and thus sensing capability
of s; in PV is optimized. The control inputs in (1) for s; is
then given by
u; =d(Cpv, — Gmax,i)(dt) ™",
d(AG)(dt)™r  AO>6;
o faa)an S,
d(—=Af(dt)~!
A8 =ang(Cpv; — Gmax,i) — 0s,

else

where ang(-) denotes the angle of a position vector in global
frame. Note that when sensors are homogeneous, the control
law (4) yields an identical result as using traditional Lloyd’s
algorithm in [1].

3) Quantifying Heterogeneity: In order to make quanti-
tative statements about our results, we must first define a
measure of the heterogeneity in a team.

Definition 2 (Heterogeneity Level). The heterogeneity level
of a sensing network S = {sy, 8, ...8,, }, denoted by L(S),
is given by standard deviation of the power radius of each
sensor in S, i.e.,

19)

where g =130 | g(U;).

Definition 3 (Total Sensing Capacity). The total sensing
capacity, of a sensing network S is given by

(20)

Based on the above definitions, we make the following
conjecture.

Conjecture 1. For teams with the same total sensing capac-
ity, C(S), our novel power diagram formula will provide
increasing benefits over a standard Voronoi diagram as the
heterogeneity, L(S), increases.

IV. SIMULATION RESULTS

We conduct a set of simulated MTT experiments in MAT-
LAB in order to validate our proposed coverage control law.
The following tests using sensors with two wedge-shaped
FoVs with angle of view 45° and 240° respectively for

(a) Type 1 shape (b) Type 2 shape

Fig. 2. Two types of footprint shape used in simulations. Type 1 and type 2
have viewing angles of 45° and 240° respectively. Black squares represent
the location of sensors.

TABLE I
CLASSES OF HETEROGENEOUS SENSORS

o Specs Viewing Angle (deg) | Radius (m) Pd
A 240 8 0.99
B 45 8 0.99
¢ 45 8 0.7
D 240 25 0.99
E 45 10 1
F 240 10 i
G 240 14.142 i
H 240 20 i

simplicity, as shown in Fig. 2, though there is no limitation of
types of shape or numbers of type to implement our methods.
For simplicity, we assume that the probability of detection
is constant within the field of view

pa(z) = {pd T € fi

21
0 else @h

We define eight separate sensor classes that we use in the
following tests, as is outlined in Table I. Based on these class
definitions, we define eight different team compositions,
shown in Table II.

Most existing work such as [3], [13], [16]-[19] validated
power diagram based methods by presenting the convergence
similar to [1], assuming that all sensors have perfect knowl-
edge of ¢(z) in their own cells. In this paper, we estimate
¢(x) online using the PHD filter, a significantly harder
challenge. Furthermore, most other works do not make a
direct comparison with other approaches, even to traditional
Voronoi diagram based methods. We will compare our new
approach against the naive Voronoi based method to provide
a baseline of performance.

TABLE I
TEAM COMPOSITIONS

Class ' Al g | c|D|EBE|F|G|H
Team

i 2

2 3 12 8

3 716 | 12

Z 5 20 | 15

3 6 | 24 | 18

6 20 Z

7 20 10

8 20 | 20




To measure the tracking performance we use the first
order Optimal SubPattern Assignment (OSPA) metric [32],
a commonly-used approach in MTT. The error between two
sets X,Y, where | X| = m < |Y| = n without loss of
generality, is

Ad(X,Y) =

m 1/p
1
(n min (Z de(i, Ym(i))? + P (0 — m))) » (22

where ¢ is a cutoff distance, d.(z,y) = min(c, ||z — yl|),
and IT,, is the set of all permutations of the set {1,2,...,n}.
This gives the average error in matched targets, where OSPA
considers all possible assignments between elements x € X
and y € Y that are within distance ¢ of each other. This
can be efficiently computed in polynomial time using the
Hungarian algorithm [33]. In our case, the two sets X and
Y represent the true and estimated target set and we use the
parameters ¢ = 10m and p = 1. Note that a lower OSPA
value indicates a more accurate tracking of the target set.

A. Convergence

We first show results of multi-target search and tracking
using proposed coverage control strategy. The environment F
is an open 40 x 40 m square and there are 8 targets moving
inside the mission space with velocity 2m/s along a fixed
heading. We use team composition 1, which has a total of
16 robots, 4 of which have wide FoVs and 12 of which
have narrow FoVs. All sensors have a 2 m/s maximum linear
velocity and Srad/s maximum angular velocity. Figure 3a
shows the initial distribution of the sensors and targets.

The sensors begin with a uniform PHD, meaning they have
no prior knowledge of the target density distribution, and
most targets are not located in any of the sensor FoVs. Figure
3b shows the final distribution after 200s. All 8 targets are
located inside sensor FoVs and around the CODs of sensors,
meaning that the team has successfully located and tracked
each target. Sensors may either track one target or multiple
targets by having their CODs follow the peaks of target
density in individual cells. Other sensors are distributed over
the empty space to cover the entire search space in order to
find any untracked sensors.

Figure 3c shows trajectories of targets and sensor CODs
over the entire 200s. Note that trajectories of CODs are
different from trajectories of sensor locations. Targets are
tracked by sensor CODs via sensors’ active control of their
positions and orientations so that areas with high target
density can be detected with sensors’ highest detection
likelihood. Most of the targets are initially not tracked but
end up being tracked, as most of blue lines are not followed
by green lines near the start locations but then been followed
near their end locations. It is also shown that trajectories
of CODs distribute across the entire mission space, which
presents the coverage efficacy of the proposed control law.

B. Power Diagram Efficacy

Next, we demonstrate the efficacy of utilizing power
diagram weighted by g(U) for assigning dominance regions.
In these tests the environment E' is larger, at 100 x 100 m.
Targets again move at 2m/s, but this time their heading
directions randomly change over time. Unlike IV-A, where
targets moved inside the mission space, in these tests targets
may enter or leave the environment by crossing over the
boundary. This means that the number of targets varies over
time, and the true number of targets is not known to the
sensors. Initially, there are 30, 40, or 50 targets within the
environment. We compare four different team compositions,
2, 3, 4, and 5, each of which is composed of the same
sensor types in the same ratio, as shown in Table II. For
each initial number of targets and each team composition,
we run 10 trials using our method and another 10 trials
using a standard Voronoi diagram, with each trial lasting
for 1000s. All sensors have 2 m/s maximum linear velocity
and Srad/s maximum angular velocity. The sensors and
targets are randomly distributed in the mission space at the
beginning of each trial.

Figure 4 shows the results of these trials. We plot the
average OSPA error of the last 800 s for each trial, to present
the steady state tracking accuracy. The first thing to note is
that larger teams yield better tracking performance, which
is quite intuitive. Also, as we expected, the power diagram
methods consistently yields superior tracking accuracy to
Voronoi diagram methods across all team sizes and target
numbers. The results confirm the efficacy of using power di-
agram for locational optimization for heterogeneous sensing
networks. Power diagrams optimize the spatial partitioning
by assign larger dominance regions to sensors with more
unused sensing capacity and shrink cells for those who have
less. As a result, sensing networks account for the variety of
sensing capabilities across the team and avoid overloading
sensors that are already tracking targets. Therefore, the
total detection probability for sensing networks has been
optimized.

In addition to decreasing the average tracking error, the
power diagram also decreases the range of tracking errors.
In other words, sensing networks that use the power diagram
have both better and more reliable behavior. This is due to
the fact that the optimized assignment of dominance region
reduces the probability of targets being lost during tracking.

C. Comparison of Heterogeneity Levels

Lastly we run a series of tests to validate Conjecture 1.
We use teams 6, 7, and 8 from Table II, all of which have
an identical total sensing capacity (20). The heterogeneity
levels, computed using (19), of each team are L(Ss) =
1.156 m (which we call level 1), L(S7) = 1.889m (level
2), and L(Sg) = 2.384m (level 3). The remainder of the
simulation parameters are identical to Sec. IV-B and we use
30 initial targets.

Figure 5 shows the average OSPA errors over 10 trials,
using data from the last 800s of each trial. We found a
significant improvement in tracking accuracy while using



Fig. 3.

(a) Start

(b) End

(c) Trajectories

Figures showing 16 sensors searching for and tracking 8 moving objects over 200s. Sensors are shown in green squares with green wedges
showing their footprints. Green crosses show CODs of each sensor. Power cells are shown in dotted lines. Blue diamonds show target positions. Figures (a)
and (b) shows the start and end patterns respectively. Figure (c) shows the trajectories of sensor CODs and targets, using green and blue lines respectively.
Starting positions are indicated by circles and the ends by crosses.
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Fig. 4. Boxplots showing the average OSPA error for each test configuration. Blue and red boxplots show results of using Voronoi diagram and power

diagram respectively. Figure 4a, 4b and 4c show results of tracking 30, 40, 50 targets respectively. There are four teams on each boxplot, with 24, 32, 40

and 48 total sensors, respectively from left to right.
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Fig. 5. Boxplot showing the OSPA errors under heterogeneity levels 1-3
from left to right. Blue and red boxplots show results of using Voronoi
diagram and power diagram respectively.

power diagram for Sg, which has the highest level of
heterogeneity. At the same time, level 2 shows a slight
advantage of using power diagram while level 3 presents
no improvements. These results summarize our hypothesis in
Conjecture 1 . The increase of tracking accuracy by using Sg,
S7 and Sg is consistent with the change of number of sensors
in networks, which affects the mobility for a network. Note
also that the heterogeneity level in teams 2-5 is higher than

for any of teams 6-8, which is why the differences between
the power and Voronoi diagrams are less pronounced in these
tests.

V. CONCLUSIONS

We propose a distributed coverage control scheme for
heterogeneous mobile to track an unknown and time-varying
number of targets. This novel strategy allows sensors to have
arbitrary sensing models (with limited field of views) and
dynamically optimizes the workload for each individual. To
do this, we introduce the normalized unused sensing capacity
and use this to construct a power diagram to recursively find
optimized sensor locations as measurements being updated.
Also different from past work, we use the centroid of
detection for each sensor as the generator point for the power
diagram, allowing each sensor to center its field of view on
the area with the most information. Simulation results show
the convergence of our proposed method in target tracking
scenarios. We also see that our method yields better and
more reliable tracking performance compared to a standard
Voronoi diagram that does not account for heterogeneity. We
also found that this difference increases as the heterogeneity
in the team’s sensing capabilities increases.
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