AUTONOMOUS WEAPONS AND INTERNATIONAL HUMANITARIAN LAW

OR

KILLER ROBOTS ARE HERE. GET USED TO IT.

Shane Harris*

“In the game of life and evolution there are three players at the table: human beings, nature, and machines. I am firmly on the side of nature. But nature, I suspect, is on the side of the machines.” To begin our discussion, I propose the following: (1) It is inevitable that human beings will build weapons systems capable of killing people on their own, without any human involvement or direction; and (2) It is conceivable that human beings could teach machines to recognize and distinguish when the use of lethal force complies with international humanitarian law.

Why do I think this? Consider history. In World War II, it took a fleet of 1,000 B-17 bombers, flown, navigated, and manned by a crew of 10,000 men, to destroy one Axis ground target. American bombs were so imprecise that, on average, only 1 in 5 fell within 1,000 feet of where they were aimed. Aerial bombing was a clumsy affair, utterly dependent on the extraordinary labor of human beings, and lots of them.

Just one generation later, that was no longer true. By 1972, the Vietnam War
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drastically reduced manpower but increased accuracy. It took only 16 F-4 fighter-bombers, each flown and navigated by only two men, to destroy an enemy bridge with only 26 tons of bombs. This was also the first widespread use of laser-guided munitions, enhancing the precision of the attack.

After the Vietnam War, the human necessity for aerial warfare became more attenuated and less relevant. In the Gulf War, one pilot could hit two targets. The effectiveness of the human-machine pairing was breathtaking. A single “smart bomb” could do the work of 1,000, planes dropping more than 9,000 bombs in World War II. By the time the United States went to war in Afghanistan and Iraq, one pilot in one plane could destroy six targets. The military’s weapons were guided by global positioning satellites orbiting thousands of miles above the surface of the earth. And increasingly, the pilots were not actually inside their planes anymore.

The historical trend is sobering. As aircraft and weapons have become more precise, human beings have become less essential to military wartime operations. And that may suit the military just fine. Seven years ago, the United States Air Force released its big-picture forecast for how the service will fight wars by the year 2047. Humans are to remain “in the loop” on strike missions—that is, they will still fly airplanes. But by 2020, the plan is to have one pilot “control” four
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aircraft. That is, he or she will not sit in the cockpit, or even a mocked-up cockpit in a trailer thousands of miles away. The pilot will communicate with the fleet via computer terminal, and perhaps even an application on a smartphone.

The efficiencies that the United States Air Force could wring out of this pilot-as-controller setup are, like the advances of an earlier area, breathtaking. The pilot will issue a flight plan, and the aircraft themselves will complete many key aspects of the mission unassisted. They will take off, fly to the target, and avoid detection by adversaries. The United States Air Force’s ultimate goal is for one human to control a fleet of drones that can attack multiple targets with as close to perfect precision as possible.

At this point, one would have to stretch the English language as much as imagination allows to say that human pilots are still “in the loop.” You might say they are “on the loop,” or clinging to it. But this is warfare being conducted by machines largely unassisted by humans. And that is by design. One person could not keep track of all the aircraft needed to conduct multiple airstrikes. This progression towards something that looks like “autonomy” in flight begs the question: When, if ever, would the military allow drones to decide when to attack?

There are two ways to answer that question. The first is to examine how close the military is to developing or acquiring the technology to allow drones to attack on their own—that is, without a human giving them the order to fire. To some extent, we are already there—and have been for some time.
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In 1988, the U.S.S. *Vincennes*, a guided missile cruiser on patrol in the Persian Gulf, shot down an Iranian passenger jet after the ship’s Aegis targeting system mistook it for a military fighter. The crew of the *Vincennes* could tell from the plane’s course, speed, and radio signal that it was a civilian aircraft. But Aegis, which had been programmed to identify large Soviet bombers, believed otherwise. All 290 passengers and crew aboard the Iranian jet died, including 66 children.

“Even though the hard data was telling the crew that the plane wasn’t a fighter jet, they trusted what the computer was telling them more,” P.W. Singer, Director of the 21st Century Defense Initiative at the Brookings Institution, writes in his book *Wired for War*. “Aegis was on semiautomatic mode, but not one of the eighteen sailors and officers on the command crew was willing to challenge the computer’s wisdom. They authorized it to fire.”

Aegis was not “autonomous.” Human beings were still “in the loop” to a degree, and could overrule the computer’s conclusions on whether to fire. But Singer notes that the Navy had such faith in Aegis’ abilities to identify a true enemy that the *Vincennes* was allowed to fire of its own volition, without the crew seeking permission from more senior officers in the fleet. That is not exactly putting the computer in charge, but it delegates an extraordinary amount of decision-making normally conducted by humans—trained in the law of war—to a machine.

Singer writes that, historically, “[t]here have been all sorts of new technologies that people insisted in absolutist terms would ‘never ever’ be allowed to run on their own without a human in the loop.” Then, as the human roles were redefined, they were gradually accepted, and eventually were not even thought about. For instance, even the 1988 Iranian airliner accident discussed above, where a targeting system miscalculated and caused the death of 290 passengers and crew, did not deter military research into more automated weapons systems.
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The Defense Advanced Research Projects Agency (DARPA), the Pentagon research arm that first developed stealth aircraft technology, has joined up with the United States Air Force to study ways to give drones autonomous control over their weapons. The Persistent Close Air Support (PCAS) Program is ostensibly aimed at speeding up the process by which tactical air controllers can call in strikes, either to piloted or unmanned aircraft. It takes about an hour now, and researchers want to whittle that down to six minutes. To do that, the program will build equipment that lets unmanned aircraft respond autonomously to a request for weapons fire from the controllers. It will be up to the drones to figure out how best to attack the target.

DARPA is also running a program to take automation in commercial aviation to new heights. Recently, the agency has awarded three contracts for its Aircrew Labor In-Cockpit Automation System (ALIAS). As DARPA describes the
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program:

ALIAS envisions a tailorable, drop-in, removable kit that would enable high levels of automation in existing aircraft and facilitate reduced need for onboard crew. The program intends to leverage the considerable advances that have been made in aircraft automation systems over the past 50 years, as well as the advances that have been made in remotely piloted aircraft technologies, to help shift and refocus pilot workloads, augment mission performance and improve aircraft safety.44

That sure sounds like a plan to replace pilots with machines, or at least to fundamentally change what it means for a human to “fly” an aircraft.

***

So, if the technology to build autonomous weapons systems (AWS) is, essentially already with us and only going to improve, what would the legal constraints be on the use of such weapons? Or, more to the point, could the military build an AWS capable of determining whether an attack is lawful, just as the military trains soldiers, sailors, airmen, and Marines to do now?

As we saw earlier, pilots are going to become controllers overseeing fleets of drones that fly largely on their own. In theory, you could have one human controller orchestrating all drones, known as a fire controller, but a roomful of lawyers or other decision-makers monitoring one or a few drones and deciding when to let each drone attack its target. At that point, the fire controller would send a command to the drone, which decides the optimal moment to strike. The drone camera could take into account the number of civilians nearby, the blast radius of the missile—all factors that human beings consider now, with the aid of technology to help them decide when a strike is legal.

We can imagine, then, programming a drone to tell a human being when conditions for a lawful strike have been seemingly met, and then presenting the fire controller with the option to fire. Lawyers are already preparing for the emergence of such autonomous, or semi-autonomous, killing machines.45

“Advances in artificial intelligence (AI) and other technologies will soon make possible the development of fully autonomous weapons, which would revolutionize the way wars are fought,” Human Rights Watch observed in a lengthy online “Question & Answer.”46
These weapons, unlike the current generation of armed drones, would be able to select and engage targets without human intervention. Military officials in the United States and other technologically advanced countries generally say that they prefer to see humans retain some level of supervision over decisions to use lethal force, and the U.S. Defense Department has issued a policy directive embracing that principle for the time being.\(^{47}\)

But what happens when time passes? Human Rights Watch asked whether AWS could ever observe the requirement under international humanitarian law to protect civilians in armed conflict.\(^{48}\) They were not optimistic.\(^{49}\) “Distinguishing between combatants, who may be targeted, and civilians, who may not be, is a core requirement of international humanitarian law. There is no certainty that fully autonomous weapons would have the capacity to make such distinctions reliably,” Human Rights Watch says.\(^{50}\) To which, I suspect, many technologists in and out of the military would reply, let us try.

***

So I return to the two ideas posited at the outset: (1) It is inevitable that human beings will build weapons systems capable of killing people on their own, without any human involvement or direction; and (2) It is conceivable that human beings could teach machines to recognize and distinguish when the use of lethal force complies with international humanitarian law. For the sake of argument, say I am right. The question I then pose is: Should we build these autonomous killing machines and use them in war?

I will provoke the discussion by answering, yes. Human beings have proven reliably fallible when it comes to distinguishing between civilians and combatants. We do a pretty good job, but we make a lot of mistakes. Machines could do a better job.

We like to tell ourselves that human beings can make judgments, especially snap judgments, in a way that computers cannot. If science were to prove this to be true, Google and every major automobile manufacturer would not be betting their futures on driverless cars and selling them as a solution to dramatically cut the number of human-caused traffic accidents.\(^{51}\) We use computers to provide myriad life-saving functions. We resist giving computers the power to take life because we think they cannot do it more safely or humanely than we can. Maybe we are wrong.
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