Psychology 8033– Seminar on Multilevel Linear Models
Spring Semester 2017
Professor Josh Klugman

Class Meeting Time: WF 9:00 – 10:30am

Class Location: W:WH640 F:GH 847
E-mail: klugman@temple.edu
Office: Gladfelter Hall 763
Office Hours: MF 1-2 W 10:30-11:30
Course Goals and Learning Outcomes
Multilevel models (also known as hierarchical linear models, or HLM) are a set of regression techniques for analyzing clustered data.  Usually, this takes the form of individuals nested in bounded social organizations (e.g. students nested in schools or residents nested in neighborhoods), speaking to issues of social influence that the social sciences have been grappling with since the beginning.  Studies using multilevel modeling are primarily concerned with two different kinds of questions:

First, how do larger contexts affect individual outcomes?  For example, how do school resources affect student learning?  Second, how do larger contexts affect relationships among individual factors?  For example, it is widely know that among children in the United States, class and race have strong effects on student achievement.  Multilevel models can determine if class and racial inequalities in student achievement depend on the school that students attend.

Multilevel modeling has other applications as well, such as analyzing change over time (multiple observations nested in individuals).  Scholars have used multilevel modeling to study individual trajectories in abilities, attitudes, and behaviors, as well as differences among individuals in those trajectories.  

This course will introduce students to multilevel models, with a focus on practical applications.  The course will focus on applications to single continuous outcomes—analyzing the effects of context on individual outcomes and analyzing longitudinal data.  We will also cover multilevel models for binary, ordinal, and count outcomes.

Prerequisites

This class assumes everyone has taken a graduate-level course that covers multiple regression analysis.  

Texts and Course Materials

The only required text is Multilevel Modeling Using R by Finch, Bolin, and Kelley, ISBN 978-1-4665-1585-7.  I have also placed excerpts from Singer and Willett’s Applied Longitudinal Data Analysis: Modeling Change and Event Occurrence on Blackboard.  
Lecture notes will be posted to Blackboard.
You should also bring a scientific calculator to every class.

Communications Policy

I will not answer questions regarding course content through e-mail.  Instead, such questions should be directed at the discussion forum on Blackboard.  This will ensure students’ equal access to information.  Only questions specific to you (e.g. asking to arrange a meeting, or about your grades) should be sent through e-mail.
Computing
In this course we will use R for multilevel modeling, and we will use R, Stata, and SPSS for data management.  
Requirements

The breakdown for your grade for this course is as follows:  
4 assignments (10% each):

40%

Final paper progress report:

1%

In-class presentation:


7%
Participation during presentations: 
2%
Final paper:



50%

	Final Grade Cutoffs

	A
	93.0-100.0
	C
	73.0-76.9

	A-
	90.0-92.9
	C-
	70.0-72.9

	B+
	87.0-89.9
	D+
	67.0-69.9

	B
	83.0-86.9
	D
	63.0-66.9

	B-
	80.0-82.9
	D-
	60.0-62.9

	C+
	77.0-79.9
	F
	<60.0


Assignments—The assignments will cover basic HLM applications—random intercept models, random intercept & slopes models, longitudinal analysis, and binary outcomes.  I will provide you with data, but you are welcome (and HIGHLY encouraged) to use your own data for these assignments.  
Paper Progress Report—This is a report telling me what your research questions is, what your data source is, how you are measuring concepts, and where you are in terms of completion.  By the time it is due you should have your data on hand and you should be mostly done with data cleaning.   
Final paper—The goal for the course is for you to complete a journal-quality paper using HLM.  Ideally, you will find your own data and analyze a topic of your choosing.  
Presentation—At the end of the semester everyone will give a brief 10 minute presentation on their research project.  5% of your grade is based on the presentation itself; 2% of your final grade is determined by your participation during the question-and-answer sessions.
Attendance Policy
This course does not have an attendance policy.  You are adults, and if you miss class I will not penalize your grade.  However, I encourage you to attend class.  For most people, learning statistics is a challenge, and I have found that the most learning occurs in collective settings where one interacts with the instructor and fellow students.  If you miss class, you are responsible for learning the content you missed as well as any other course materials/announcements.  
Incomplete Policy
I do not grant incompletes except under the most extreme circumstances (having your final project not go well is NOT an extreme circumstance).  

Tentative Topic Schedule:
	Week
	Date
	Topic / Deadline
	Suggested Reading

	1
	1/18 (W)
	Introduction: Overview of class
	

	1
	1/20 (F) 
	Review of regression
	Finch et al., Chapter 1

	2
	1/25 (W)
	Review of regression
	

	2
	1/27 (F)
	Random Intercept Models 
	Finch et al. Chapters 2-3, 6

	3
	2/1 (W)
	Random Intercept Models 
	

	3
	2/3 (F)
	Random Intercept & Slopes Models
Assignment #1: Linear Regression in R
	S&W, Chapters 3-4

(sections 3.4 and 4.3 are a nice overview of estimation)

	4
	2/8 (W)
	Random Intercept & Slopes Models

	

	4
	2/10 (F)
	Random Intercept & Slopes Models
	

	5
	2/15 (W)
	Model Specification
	

	5
	2/17 (F)
	Assumptions of Multilevel Models
	

	6
	2/22  (W)
	Assumptions of Multilevel Models

Assignment #2: Random Intercept Models
	

	6
	2/24 (F)
	Longitudinal Analysis
	S&W, Chapters 2, 5-6
Finch, chapter 5

	7
	3/1  (W)
	Longitudinal Analysis

Paper Progress Report
	

	7
	3/3 (F)
	Longitudinal Analysis
	

	8
	3/8  (W)
	Longitudinal Analysis

Assignment #3:  Random Intercept + Random Slope Models
	

	8
	3/10 (F)
	Longitudinal Analysis
	

	
	3/15-3/17
	SPRING BREAK
	

	9
	3/22  (W)
	Longitudinal Analysis
	

	9
	3/24 (F)
	Longitudinal Analysis
	

	10
	3/29  (W)
	Logistic Regression
	

	10
	3/31 (F)
	Hierarchical Generalized Linear Models
	Finch et al., Chapters 7-8

	11
	4/5  (W)
	Hierarchical Generalized Linear Models
	

	11
	4/7 (F)
	Hierarchical Generalized Linear Models 

Assignment #4:  HLM Assumptions
	

	12
	4/12  (W)
	Presentations
	

	12
	4/14 (F)
	Presentations
	

	13
	4/19  (W)
	Presentations
	

	13
	4/21 (F)
	Presentations
	

	14
	4/26  (W)
	Presentations
	

	14
	4/28 (F)
	Presentations
	

	15
	5/8 (M)
	Final papers due 9am
	


Disability Statement:  This course is open to all students who met the academic requirements for participation.  Any student who has a need for accommodation based on the impact of a disability should contact the instructor privately to discuss the specific situation as soon as possible.  Contact Disability Resources and Services at 215-204-1280 to coordinate reasonable accommodations for students with documented disabilities. 
Statement on Academic Freedom:  Freedom to teach and freedom to learn are inseparable facets of academic freedom.  The University has adopted a policy on Student and Faculty Academic Rights and Responsibilities (Policy # 03.70.02) which can be accessed through the following link:  http://policies.temple.edu/getdoc.asp?policy_no=03.70.02 . 
Policy on Academic Honesty:   The section in italics is quoted verbatim from the Temple University Bulletin for 2016-2017.
Temple University believes strongly in academic honesty and integrity. Plagiarism and academic cheating are, therefore, prohibited. Essential to intellectual growth and the university's core educational mission is the development of independent thought and a respect for the thoughts of others. The prohibition against plagiarism and cheating is intended to foster this independence and respect.

Plagiarism is the unacknowledged use of another person's labor, another person's ideas, another person's words, another person's assistance. Normally, all work done for courses -- papers, examinations, homework exercises, laboratory reports, oral presentations -- is expected to be the individual effort of the student presenting the work. Any assistance must be reported to the instructor. If the work has entailed consulting other resources -- journals, books, or other media -- these resources must be cited in a manner appropriate to the course. It is the instructor's responsibility to indicate the appropriate manner of citation. Everything used from other sources -- suggestions for organization of ideas, ideas themselves, or actual language -- must be cited. Failure to cite borrowed material constitutes plagiarism. Undocumented use of materials from the World Wide Web is plagiarism.

Academic cheating is, generally, the thwarting or breaking of the general rules of academic work or the specific rules of the individual courses. It includes falsifying data; submitting, without the instructor's approval, work in one course which was done for another; helping others to plagiarize or cheat from one's own or another's work; or actually doing the work of another person.

Refer to the Student Conduct Code (policy # 03.70.12) for more specific definitions of cheating and plagiarism.
The penalty for academic dishonesty can vary from receiving a reprimand and a failing grade for a particular assignment, to a failing grade in the course, to suspension or expulsion from the university. The penalty varies with the nature of the offense, the individual instructor, the department, and the school or college.

Students who believe that they have been unfairly accused may appeal through the school or college's academic grievance procedure. 
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