
LONG TIME DYNAMICS OF ELECTROCONVECTION IN BOUNDED DOMAINS

ABSTRACT. We discuss nonlinear nonlocal equations with fractional diffusion describing electroconvection
phenomena in incompressible viscous fluids. We prove the global well-posedness, global regularity and long
time dynamics of the model in bounded smooth domains with Dirichlet boundary conditions. We prove the
existence and uniqueness of exponentially decaying in time solutions for H1 initial data regardless of the
fractional dissipative regularity. In the presence of time independent body forces in the fluid, we prove the
existence of a compact finite dimensional global attractor. In the case of periodic boundary conditions, we
prove that the unique smooth solution is globally analytic in time, and belongs to a Gevrey class of functions
that depends on the dissipative regularity of the model.

1. INTRODUCTION

Electroconvection is a term associated to the nonlinear dynamics created by the interaction of fluid
flow, ionic transport and electrostatic forces. In certain controlled experimental situations the dynamics are
chaotic, similar to classical hydrodynamic transition to turbulence. The analogy to Rayleigh-Bénard con-
vection [20, 37], is motivated not only by qualitative observations, but also by the fact that in both systems
the fluid is driven by body forces which are the product of a transported scalar and a vector field. In thermal
convection the scalar is the temperature and the vector is the gravitational field, while in electroconvection,
the scalar is the charge density and the vector is the electric field. Numerical simulations and physical ex-
periments have been used to study electroconvection in thin liquid crystals [2, 20, 45]. Electroconvection is
of broad interest in electrochemistry, material science and applied physics (see for instance [46, 36, 42]), but
our motivation and focus is on mathematical challenges of long time behavior, in the important case when
physical boundaries are present.

In [6], the authors considered an electroconvection model describing the nonlinear time evolution of a
surface charge density q in an incompressible viscous fluid, confined to a two dimensional bounded domain
Ω, with velocity u and pressure p. The model is described by the system

∂tq + u ⋅ ∇q +Λq = ∆Φ, (1)

∂tu + u ⋅ ∇u −∆u +∇p = −qRq − q∇Φ + f, (2)

∇ ⋅ u = 0, (3)

q∣∂Ω = u∣∂Ω = 0, (4)

u(x,0) = u0(x), q(x,0) = q0(x), (5)

where Λ is the square root of the Dirichlet Laplacian, R ∶= ∇Λ−1 is the Riesz transform, f is a time
independent body force in the fluid, and Φ is a time independent potential resulting from a boundary applied
voltage.

The global regularity of a unique solution to the initial boundary value problem (1)–(5) was obtained in
[6] for Sobolev H2 initial data based on a two-tier Galerkin approximation. On the torus T2 with periodic
boundary conditions, we showed in [1] that the system (1)–(5) has a unique strong solution provided that
the initial charge density belongs to the Lebesgue space L4 and the initial velocity belongs to the Sobolev
space H1. Moreover, we obtained the existence of a finite dimensional global attractor which reduces to a
single point in the absence of body forces in the fluid.
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In this paper, we are interested in the important problem of long time dynamics of (1)–(5) in bounded
domains with smooth boundaries. We fix α ∈ (0,1] and consider the generalized electroconvection model
in Ω described by the system

∂tq + u ⋅ ∇q +Λαq = ∆Φ, (6)

∂tu + u ⋅ ∇u −∆u +∇p = −qRq − q∇Φ + f, (7)

∇ ⋅ u = 0, (8)

q∣∂Ω = u∣∂Ω = 0, (9)

u(x,0) = u0(x), q(x,0) = q0(x), (10)

with a fractional diffusion driven by the operator Λα. We address the following three main problems:
(i) Global existence and uniqueness of solutions for Sobolev H1 initial data;

(ii) Long time dynamics in the absence and in the presence of body forces and of voltage applied at the
boundary;

(ii) Global Gevrey regularity of solutions in the case of periodic boundary conditions.
The system (6)–(10) is reminiscent of the dissipative surface quasi-geostrophic (SQG) equation, proposed

in [10] as a model of hydrodynamic creation of small scales. In SQG the fluid velocity u depends on the
scalar q via the relation u = ∇⊥(−∆)−

1
2 q. In [17], the existence and uniqueness of global smooth solutions

were obtained in the subcritical (α > 1) case, whereas the existence of global decaying weak solutions
was obtained in the supercritical (α < 1) and critical (α = 1) cases. Global regularity of solutions to the
critical SQG equation on R2 was established in [35] based on modulus of continuity techniques, in [5]
based on De Giorgi techniques, and in [16] based on nonlinear maximum principles. In [15], the authors
addressed the long time dynamics of the forced critical SQG in the spatially periodic case and proved
the existence of a finite dimensional global attractor. The global well-posedness of the supercritical SQG
equation on R2 was obtained in [31] for small initial data in Besov spaces, and the supercritical regularity
was studied in [18] where the authors proved that Hölder continuous solutions of subcritical type are actually
C∞ classical solutions of the equation. In [19], it was shown that the solution of the supercritical equation
with periodic boundary conditions does not blow up in finite time for all fractional powers γ ≥ γ1 where
γ1 is a constant depending on the size of the initial data. The critical SQG equation in bounded smooth
domains was addressed in [8], [9], and [32] where global interior Lipschitz solutions were constructed, and
in [41] where global Hölder regularity up to the boundary was obtained. Global regularity for large data was
obtained very recently in [14]. In [13], the local well-posedness for the inviscid case and the global existence
of strong solutions for small initial data in the supercritical and critical cases are established in bounded
smooth domains. The global regularity and time asymptotic behavior of solutions to the supercritical SQG
equation on bounded domains are open problems.

The system (6)–(10) has a different smoothness balance than the supercritical SQG equation due to the
coupling to the Navier-Stokes equations which results in a higher spatial regularity for the fluid velocity.
However, many challenges arise from the nonlocality and the nonlinearity of the electric forces driving the
fluid velocity, and mainly from the presence of boundaries.

The existence and uniqueness of solutions of (6)–(10) relies on control of the spatial Lp norms of the
charge density q, which evolve via regular nonlinear advection u ⋅∇q. The need for cancellation of advective
terms in Lp is crucial, and a direct Galerkin approximation procedure does not work. We consider instead
a spectral regularization of (−∆)−

1
2 , denoted by (Λ−1)ε, that depends on a small positive parameter ε > 0,

and we define the corresponding truncated Riesz transform Rε = ∇(Λ−1)ε. Then we take a regularized
version of (6)–(10) in which the nonlinear nonlocal electric forces qRq are replaced by qεRεqε, and we use
Galerkin approximations and compactness arguments to prove that each ε-approximate system has global in
time regular up to the boundary solutions that may depend badly on ε. By making use of convex damping
inequalities (Proposition 3), we manage to derive Lp bounds for the family of viscous charge densities
{qε}ε>0, uniform in ε. This allows us to obtain good control of qεRεqε, uniform in ε, due to the boundedness
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of the Dirichlet Riesz transform on Lp spaces, generating consequently a spatial Sobolev H1 regularity,
global in time, for both the charge density and velocity solving (6)–(10).

The long time dynamics of the forced electroconvection system (1)–(5) in periodic domains was ad-
dressed in [1] on the basis of Fourier series techniques employed in the study of commutators

[Λs, u ⋅ ∇]q ∶= Λs(u ⋅ ∇q) − u ⋅ ∇Λsq

for positive and negative powers s, and of interpolation inequalities for fractional powers of the Laplacian.
The facts that the fractional Laplacians have explicit representation formulas and that the periodic operators
Λs, defined as Fourier multipliers, commute with differential operators were essentially used in that work.
These properties and techniques break down on bounded domains where the nonlocal operators Λs are
defined via eigenfunction expansions, in terms of the eigenfunctions of the homogeneous Dirichlet Laplace
operator, are not translation invariant, and don’t have integral representations with explicit kernels. This
gives rise to many technical mathematical challenges and the need for new ideas.

At each positive time t, the forced initial boundary value problem (6)–(10) has a well defined solution
map S(t) on

V = {(q, u) ∈H1
0(Ω) × (H1

0(Ω))
2
∶ ∇ ⋅ u = 0} ,

which is the largest space in which the model (6)–(10) has unique solutions. We prove the existence of an
absorbing ball

B = {(q, u) ∈ V ∶ ∥∇q∥L2 + ∥∆u∥L2 ≤ R}

with a radiusR depending only on the forcing terms f and Φ, whose image under S(t) is a subset of B itself
starting at a time T ∶= T (R) depending only on R (Proposition 8). This requires uniform control of q in H1

and u in H2 starting with Sobolev H1 initial data. The proof requires uniform L∞t and L2
t boundedness of

the velocity in H1+ε and H2+ε respectively. Due to the presence of electric forces qRq driven by the charge
density, fractional product inequalities for small powers of the Stokes operator A are needed to estimate
Aε(P(qRq)). These are established in Proposition 9. Further, the proof requires L∞t boundedness of the Lp

norms of the velocity gradients. These are obtained via a mild formulation of the Navier-Stokes equations
and use of Stokes semi-group estimates. Finally the proof proceeds by establishing L∞t uniform control of
the density gradient in L2. For this purpose, we track the time evolution of ∥∇q∥L2 via energy estimates
and handle the nonlinearity by making use of velocity gradient bounds in Lp and fractional interpolation
inequalities in bounded domains. Consequently we obtain the desired property S(t)B ⊂ B for large enough
times. The compactness of the ball B in the weaker topology of

H = {(q, u) ∈ L2
(Ω) × (L2

(Ω))
2
∶ ∇ ⋅ u = 0, q∣∂Ω = u∣∂Ω = 0} ,

together with the continuity and injectivity properties of S(t), yield the existence of a global attractor,
compact in the norm ofH.

The regularity of the attractor for small α > 0 is limited, because the dissipation in the q equation (6) is
supercritical (meaning less than the order of the nonlinearity). The situation improves considerably when
we consider the critical case, α = 1. In this case, the stronger dissipative structure is exploited to prove
complete smoothness of the global attractor. In this latter situation, we control the nonlinearity of (1) by
establishing pointwise commutator estimates that are inversely proportional to powers of the distance to the
boundary function

d(x) ∶= d(x, ∂Ω),

and we control the weighted vector field u(x)/d(x) and scalar function q(x)/d(x) in Lp via use of Hardy
inequalities. This yields good control of the fractional energy norms ∥Λ

s
2 q∥L2 for any integer s ≥ 1, and

upgrade of the attractor’s regularity via bootstrapping arguments.
Posed on the two dimensional torus T2 with periodic boundary conditions, the system (6)–(10) has a

unique Gevrey regular solution. In spite of the fractional diffusion governing the system, we show that
the time evolution of the Gevrey norm depends on the dissipative structure at hand using Fourier series
techniques, Gevrey commutator estimates, and Gevrey cancellation laws. We obtain a local in time control
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of the Gevrey norm by the Sobolev regularity of the solution and, consequently a global extension in the
spirit of the global in time boundedness of solutions in fractional Sobolev spaces.

2. MAIN RESULTS

2.1. Functional Setting. Let Ω ⊂ R2 be a bounded domain with smooth boundary. For 1 ≤ p ≤ ∞, we
denote by Lp(Ω) the Lebesgue spaces of measurable functions f from Ω to R (or R2) such that

∥f∥Lp = (∫
Ω
∥f∥pdx)

1/p
< ∞ (11)

if p ∈ [1,∞) and
∥f∥L∞ = esssupΩ∣f ∣ < ∞ (12)

if p = ∞. The L2 inner product is denoted by (⋅, ⋅)L2 .
For k ∈ N, we denote by Hk(Ω) the Sobolev spaces of measurable functions f from Ω to R (or R2) with

weak derivatives of order k such that

∥f∥2
Hk = ∑

∣α∣≤k
∥Dαf∥2

L2 < ∞, (13)

and by H1
0(Ω) the closure of C∞

0 (Ω) in H1(Ω).
For a Banach space (X, ∥⋅∥X) and p ∈ [1,∞], we consider the Lebesgue spaces Lp(0, T ;X) of functions

f from X to R (or R2) satisfying

∫

T

0
∥f∥pXdt < ∞ (14)

with the usual convention when p = ∞.
Fractional Powers of the Laplacian. We denote by ∆ the Laplacian operator with homogeneous

Dirichlet boundary conditions. We note that −∆ is defined on D(−∆) = H2(Ω) ∩ H1
0(Ω), and is posi-

tive and self-adjoint in L2(Ω). We consider an orthonormal basis of L2(Ω) consisting of eigenfunctions
{wj}

∞
j=1 ⊂H

1
0(Ω) of −∆ satisfying

−∆wj = λjwj (15)
where the eigenvalues λj obey 0 < λ1 ≤ ... ≤ λj ≤ ... → ∞. For s ∈ R, we define the fractional Laplacian
operator of order s, denoted by Λs, by

Λsf =
∞
∑
j=1

λ
s
2
j (f,wj)L2wj (16)

with domain

D(Λs) =

⎧⎪⎪
⎨
⎪⎪⎩

f ∈ L2
(Ω) ∶ ∥Λsf∥2

L2 ∶= ∑
j∈N

λsj(f,wj)
2
L2 < ∞

⎫⎪⎪
⎬
⎪⎪⎭

. (17)

For s ∈ [0,1], we identify the domains D(Λs) with the usual Sobolev spaces as follows,

D(Λs) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

Hs(Ω) if s ∈ [0, 1
2)

H
1
2
00(Ω) = {f ∈H

1
2
0 (Ω) ∶ f/

√
d(x) ∈ L2(Ω)} if s = 1

2

Hs
0(Ω) if s ∈ (1

2 ,1]

(18)

where Hs
0(Ω) is the Hilbert subspace of Hs(Ω) with vanishing boundary trace elements.

Stokes Operator. We recall some basic notions of the Stokes operator [7]. We denote by H and V the
spaces

H = {v ∈ (L2
(Ω))

2
∶ ∇ ⋅ v = 0, v ⋅ n∣∂Ω = 0} (19)

where n is the outward unit normal to ∂Ω, and

V = {v ∈ (H1
0(Ω))

2
∶ ∇ ⋅ v = 0} . (20)
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Let P ∶ (L2(Ω))2 →H be the Leray Hodge projection. We define the Stokes operator, denoted by A, as

A ∶= −P∆ (21)

with domainD(A) = V ∩(H2(Ω))2. A is positive, self-adjoint, and injective, and its inverseA−1 is compact.
We denote the eigenvalues of A by µj , j = 1,2, ..., and the corresponding eigenfunctions by φj , j = 1,2...,
and we note that 0 < µ1 ≤ ... ≤ µj ≤ ...→∞. We define the fractional powers of the Stokes operator, denoted
by As, as

Asv =
∞
∑
j=1

µsj(v, φj)L2φj (22)

with domain

D(As) =

⎧⎪⎪
⎨
⎪⎪⎩

v ∈H ∶ ∥Asv∥2
L2 ∶= ∑

j∈N
µ2s
j (v, φj)

2
L2 < ∞

⎫⎪⎪
⎬
⎪⎪⎭

. (23)

Periodic Gevrey classes. Let T2 = [0,2π]2 be the two dimensional torus.
For s ∈ R, the periodic fractional Laplacian Λs applied to a mean zero function f is a Fourier multiplier

with symbol ∣k∣s, that is, for f given by

f = ∑
k∈Z2∖{0}

fke
ik⋅x, (24)

and obeying
∑

k∈Z2∖{0}
∣k∣2s∣fk∣

2
< ∞, (25)

we have
Λsf = ∑

k∈Z2∖{0}
∣k∣sfke

ik⋅x. (26)

For τ > 0, s > 0, we define
eτΛsf = ∑

k∈Z2∖{0}
eτ ∣k∣

s

fke
ik⋅x (27)

on

D(eτΛs
) =

⎧⎪⎪
⎨
⎪⎪⎩

f ∈ L2
(T2

) ∶ ∑
k∈Z2∖{0}

e2τ ∣k∣s
∣fk∣

2
< ∞

⎫⎪⎪
⎬
⎪⎪⎭

. (28)

2.2. Results. We prove first the existence and uniqueness of exponentially decaying in time Sobolev H1

solutions to the unforced model (6)–(10) where f = Φ = 0:

Theorem 1. Suppose f = Φ = 0. Let u0 ∈ D(A
1
2 ) and q0 ∈ D(Λ). Then the system (6)–(10) has a unique

solution (q, u) on [0,∞) with regularity

q ∈ L∞(0,∞;D(Λ)) ∩L2
(0,∞;D(Λ1+α

2 )) (29)

and
u ∈ (L∞(0,∞;D(A

1
2 )) ∩L2

(0,∞;D(A)))
2
. (30)

Moreover, there exists a positive constant γ ≤ 1 depending on the size of Ω and the power α, such that the
following bounds

∥Λq(t)∥2
L2 ≤ ∥Λq0∥

2
L2e

C0−γt, (31)

∥A
1
2u(t)∥2

L2 ≤ C0e
−γt, (32)

∫

t

0
∥Λ1+α

2 qε(s)∥2
L2ds ≤ ∥Λq0∥

2
L2 (1 +C0e

C0) (33)

and

∫

t

0
∥Au(s)∥2

L2ds ≤ C0 (34)
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hold for all t ≥ 0, where

C0 = C (∥u0∥
2
L2 + ∥q0∥

4
L2 + 1)

2
e
C(∥u0∥2

L2+C∥q0∥4
L2)

2

(∥∇u0∥
2
L2 +C∥Λq0∥

2
L2∥q0∥

2
L2) . (35)

The solutions of the unforced system (6)–(10) are smooth and their higher order derivatives decay expo-
nentially in time to 0 in all Sobolev norms:

Theorem 2. Let f = Φ = 0. Fix an integer k ≥ 2. Suppose that q0 ∈ D(Λk) and u0 ∈ D(A
k
2 ). Then the

unique solution (q, u) to (6)–(10) obey

q ∈ L∞(0,∞;D(Λk)) ∩L2
(0,∞;D(Λk+

α
2 )) (36)

and
u ∈ (L∞(0,∞;D(A

k
2 )) ∩L2

(0,∞;D(A
k+1
2 )))

2
. (37)

Moreover, there is a positive constant γk depending only on k, α, ∥Λkq0∥L2 and ∥A
k
2 u0∥L2 and a positive

constant c depending only on the diameter of Ω and α such that the estimates

∥Λkq(t)∥2
L2 + ∥A

k
2 u(t)∥2

L2 ≤ γke
−ct (38)

and

∫

t

0
(∥A

k+1
2 u(s)∥2

L2 + ∥Λk+
α
2 q(s)∥2

L2)ds ≤ γk (39)

hold for any t ≥ 0.

Now we address the long time dynamics of the forced system (6)–(10) in the presence of body forces in
the fluid and a boundary applied voltage.

We consider the function spaces
H = D(Λ0

) ⊕D(A0
) (40)

and
V = D(Λ) ⊕D(A

1
2 ). (41)

The boundary value problem (6)–(10) gives rise to a solution map

S(t) ∶ V ↦ V (42)

defined by
S(t)(q0, u0) = (q(t), u(t)), (43)

where (q(t), u(t)) is the unique solution of (6)–(10) with initial datum (q0, u0) at time t. For initial datum
ω0 = (q0, u0), we denote by ω(t) the solution (q, u) at time t corresponding to ω0.

The system (6)–(10) has a finite dimensional attractor for any α ∈ (0,1]:

Theorem 3. Let α ∈ (0,1]. There exist a time T > 0 and a radius R̃ > 0 depending only on the body forces
f , potential Φ, and the power α, such that the ball

B = {(q, u) ∈ V ∶ ∥∇q∥L2 + ∥∆u∥L2 ≤ R} (44)

obeys S(t)B ⊂ B for all t ≥ T . Moreover, the set

X = ⋂
t>0

S(t)B (45)

satisfies the following properties:
(a) X is compact inH.
(b) S(t)X =X for all t ≥ 0.
(c) If Z is bounded in V in the norm of of V , and S(t)Z = Z for all t ≥ 0, then Z ⊂X .
(d) For every w0 ∈ V, lim

t→∞
distH(S(t)w0,X) = 0.

(e) X is connected.
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(f) X has a finite fractal dimension in H, that is there exists a finite real number M > 0 depending on
the body forces f , potential Φ, and power α such that

lim sup
r→0

logNH(r)

log (1
r
)

≤M

where NH(r) is the minimal number of balls inH of radii r needed to cover X .

The existence of the global attractor X is based on the compactness of the ball B in the norm of H
(Proposition 8), the instant Lipschitz continuity inH of the map S(t) (Proposition 10), and the time analyt-
icity of S(t) (Proposition 11). The finite fractal dimensionality follows from the decay of volume elements
transported by the flow map (Proposition 12).

When α = 1, the attractor is compact in V and is smooth:

Theorem 4. Let α = 1. There exist a time T̃ > 0 and a radius R̃ > 0 depending only on the body forces f
and potential Φ such that the ball

B̃ = {(q, u) ∈ V ∶ ∥Λ1+α
2 q∥L2 + ∥∆u∥L2 ≤ R} (46)

obeys S(t)B̃ ⊂ B̃ for all t ≥ T̃ . Moreover, the set

X̃ = ⋂
t>0

S(t)B̃. (47)

satisfies the following properties:
(a) X̃ is compact in V .
(b) S(t)X̃ = X̃ for all t ≥ 0.
(c) If Z is bounded in V in the norm of of V , and S(t)Z = Z for all t ≥ 0, then Z ⊂ X̃ .
(d) For every w0 ∈ V, lim

t→∞
distV(S(t)w0, X̃) = 0.

(e) X̃ is connected.
(f) X̃ has a finite fractal dimension in V , that is there exists a finite real number M̃ > 0 depending on

the body forces f and potential Φ such that

lim sup
r→0

logNV(r)

log (1
r
)

≤ M̃

where NV(r) is the minimal number of balls in V of radii r needed to cover X̃ .
(g) X̃ is smooth, that is for every integer k > 0, there exists a radius ρk depending on the body forces f

and potential Φ and a ball Bρk ⊂H
k such that the attractor X̃ ⊂ Bρk .

In the case of periodic boundary conditions, the system (6)–(8) has unique global Gevrey regular solutions
for any fractional dissipative regularity:

Theorem 5. Suppose f = Φ = 0. Let m > 2. Suppose that u0 ∈ H
m
2
+1(T2) and q0 ∈ H

m
2 (T2). Then there

exists a time T0 depending only on the size of the initial data, such that the system described by (6)–(8) and
equipped with periodic boundary conditions has a unique solution (q(t), u(t)) on (0, T0) with the property
that

t↦ eτ(t)Λ
α
2
(Λ

m
2 q,Λ

m
2
+1u) (48)

is analytic on (0, T0), where

τ(t) = min{
t

4
,1, T0} . (49)

Moreover, (q, u) is analytic on (T0,∞) with values in D(eσΛ
α
2 Λ

m
2 ) × D(eσΛ

α
2 Λ

m
2
+1) for some σ > 0.

The body forces f and potential Φ are taken to be zero in Theorem 5 for simplicity. The presence of
forcing does not affect the existence, regularity, or analyticity of solutions.
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3. PRELIMINARIES

3.1. Properties of the Fractional Powers of the Laplacian. We recall the identity

λ
s
2 = cs∫

∞

0
t−1− s

2 (1 − e−tλ)dt (50)

that holds for s ∈ (0,2) and

1 = cs∫
∞

0
t−1− s

2 (1 − e−t)dt, (51)

from which we obtain the integral representation

(Λsf)(x) = cs∫
∞

0
[f(x) − et∆f(x)]t−1− s

2dt (52)

for f ∈ D(Λs) and s ∈ (0,2), where the heat operator et∆ is defined as

(et∆f)(x) = ∫
Ω
HD(x, y, t)f(y)dy (53)

with kernel HD(x, y, t) given by

HD(x, y, t) =
∞
∑
j=1

e−tλjwj(x)wj(y). (54)

In 2D, the heat kernel HD(x, y, t) obeys

∣HD(x, y, t)∣ ≤ Ct−1e
−∣x−y∣2
kt , (55)

∣∇yHD(x, y, t)∣ ≤ Ct−
3
2 e

−∣x−y∣2
kt , (56)

and

∣∇xHD(x, y, t)∣ ≤ Ct−
3
2 e

−∣x−y∣2
kt (57)

for all (x, y) ∈ Ω ×Ω and t > 0. Moreover, the following estimates

∫

∞

0
t−1− s

2 ∫
Ω
∣x − y∣q ∣(∇x +∇y)HD(x, y, t)∣dydt ≤ Cd(x)−s−1+q, (58)

∫

∞

0
t−1− s

2 ∫
Ω
∣x − y∣q ∣∇x(∇x +∇y)HD(x, y, t)∣dydt ≤ Cd(x)−s−2+q, (59)

and

∫

∞

0
t−1− s

2 ∫
Ω
∣x − y∣q ∣∇y(∇x +∇y)HD(x, y, t)∣dydt ≤ Cd(x)−s−2+q (60)

hold for any q ≥ 0, s ∈ (0,2) and x ∈ Ω. We refer the reader to [8, 12] for detailed proofs of analogous
estimates.

Proposition 1. The following identities hold:
(i) Let α,β, s ∈ R. For f ∈ D(Λα) ∩ D(Λα−s) and g ∈ D(Λβ+s) ∩ D(Λβ), we have

(Λαf,Λβg)L2 = (Λα−sf,Λβ+sg)L2 . (61)

(ii) Let α,β ∈ R. For f ∈ D(Λα+1) and g ∈ D(Λβ+1), we have

(Λα+1f,Λβ+1g)L2 = (∇Λαf,∇Λβg)L2 . (62)

(iii) Let s ∈ (0,1). For ψ ∈ D(Λs), we have

∥Λsψ∥2
L2 = ∫

Ω
∫

Ω
(ψ(x) − ψ(y))2Ks(x, y)dxdy + ∫

Ω
ψ(x)2Bsdx (63)

where the kernels Ks and Bs are given by

Ks(x, y) ∶= 2c2s∫

∞

0
H(x, y, t)t−1−sdt (64)
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for all x ≠ y, and

Bs(x) = 4c2s∫

∞

0
[1 − et∆1(x)] t−1−sdt. (65)

for all x ∈ Ω.

Proof.
(i) The proof of (i) follows from the definition (16).

(ii) The proof of (ii) follows from the definition (16) and the identity

(∇wj ,∇wk)L2 = −(wj ,∆wk)L2 = (wj , λkwk)L2 =

⎧⎪⎪
⎨
⎪⎪⎩

λj if j = k

0 if j ≠ k
. (66)

(iii) The proof of (iii) is based on [4]. Indeed, we have

−
1

c2s
∥Λsψ∥2

L2 = −
1

c2s
(Λ2sψ,ψ)L2

= ∫

∞

0
∫

Ω
t−1−s

[∫
Ω
H(x, y, t)ψ(x)ψ(y)dx − ψ(y)2

]dydt

= ∫

∞

0
∫

Ω
∫

Ω
t−1−sH(x, y, t)(ψ(x) − ψ(y))ψ(y)dxdydt

+ ∫

∞

0
∫

Ω
t−1−sψ(y)2 [et∆1(y) − 1]dydt (67)

in view of the integral representation (52), and

−
1

c2s
∥Λsψ∥2

L2 = −∫

∞

0
∫

Ω
∫

Ω
t−1−sH(x, y, t)(ψ(x) − ψ(y))ψ(x)dxdydt

+ ∫

∞

0
∫

Ω
t−1−sψ(y)2 [et∆1(y) − 1]dydt (68)

by interchanging the variables x and y in the first integral in (67) and using the symmetry of the heat
kernel HD(x, y, t). Adding (67) and (68), we deduce that

−
1

2c2s
∥Λsψ∥2

L2 = −∫

∞

0
∫

Ω
∫

Ω
t−1−sH(x, y, t)(ψ(x) − ψ(y))2dxdydt

− 2∫
∞

0
∫

Ω
t−1−sψ(y)2 [1 − et∆1(y)]dydt. (69)

Multiplying both sides of (69) by −2c2s and applying Fubini’s theorem, we obtain (63).

Remark 1. The kernels Ks and Bs obey

0 ≤Ks(x, y) ≤
Cs

∣x − y∣2+2s
(70)

for all x ≠ y, and
Bs(x) ≥ 0 (71)

for all x ∈ Ω. The estimate (70) follows from (55), whereas the nonnegativity of Bs follows from the
maximum principle.

Proposition 2. For any odd integer m ≥ 1, we have

D(Λm) ∩Hm+1
= D(Λm+1

). (72)

Proof. The inclusion D(Λm+1) ⊂ D(Λm) ∩ Hm+1 obviously holds. If ρ ∈ D(Λm) ∩ Hm+1, then Λkρ
vanishes on the boundary for all even integers k ≤m − 1 and consequently, ρ ∈ D(Λm+1).
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3.2. Nonlinear Poincaré inequality. We recall the following pointwise inequality in bounded domains [8]:

Proposition 3. Let 0 ≤ s < 2. There exists a constant c > 0 depending only on the domain Ω and on s, such
that, for any Φ, a C2 convex function satisfying Φ(0) = 0, and any function f ∈ C∞

0 (Ω), the inequality

Φ′
(f)Λsf −Λs(Φ(f)) ≥

c

d(x)s
(fΦ′

(f) −Φ(f)) (73)

holds pointwise in Ω.

For an even integer p ≥ 2, we let Φ(x) = 1
px

p, and we apply Proposition 3 to infer that

fp−1Λsf ≥
1

p
Λs(fp) +

c

d(x)s
(1 −

1

p
) fp (74)

for any f ∈ C∞
0 (Ω). Integrating over Ω, we have

∫
Ω
fp−1Λsfdx ≥

1

p
∫

Ω
Λs(fp)dx +CΩ,s (1 −

1

p
) ∥f∥pLp (75)

for some positive constant CΩ,s depending only on the size of Ω and s. In view of the integral representation
formula (52), the maximum principle, and the positivity of fp, we deduce that

∫
Ω

Λs(fp)dx ≥ 0. (76)

This yields the Lp nonlinear Poincaré inequality

∫
Ω
fp−1Λsfdx ≥ CΩ,s (1 −

1

p
) ∥f∥pLp . (77)

3.3. Fractional interpolation inequalities. We define the fractional spaces W s,p(Ω) as

W s,p
(Ω) =

⎧⎪⎪
⎨
⎪⎪⎩

v ∈ Lp(Ω) ∶ ∥v∥W s,p = (∥v∥pLp + ∫
Ω
∫

Ω

∣v(x) − v(y)∣p

∣x − y∣2+sp
dxdy)

1
p

< ∞

⎫⎪⎪
⎬
⎪⎪⎭

. (78)

Let 1 ≤ p, p1, p2 ≤ ∞ with p2 ≠ 1. Let s, s1, s2 be nonnegative real numbers such that s1 ≤ s2. Let θ ∈ (0,1)
such that s = θs1 + (1 − θ)s2 and 1

p =
θ
p1
+ 1−θ

p2
. Then there exists a positive universal constant C such that

the following interpolation inequality

∥f∥W s,p ≤ C∥f∥θW s1,p1 ∥f∥
1−θ
W s2,p2 (79)

holds for any f ∈W s1,p1(Ω) ∩W s2,p2(Ω). We refer the reader to [3] for a detailed proof.

3.4. Hardy’s inequality. We denote by W 1,p
0 (Ω) the closure of the space of smooth compactly supported

functions C∞
0 (Ω) under the norm of W 1,p. For 1 ≤ p < ∞ and f ∈W 1,p

0 (Ω), the following inequality holds:

∫
Ω

∣f(x)∣p

d(x)p
dx ≤ C ∫

Ω
∣∇f(x)∣pdx. (80)

(see [23] and references therein).

3.5. Notation. Throughout the paper, we denote by C a positive constant that depends on the domain Ω
and universal constants. The distance from a point x ∈ Ω to the boundary ∂Ω is denoted by d(x). The
notation [A,B] is used to denote the commutator AB −BA.
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4. EXISTENCE AND UNIQUENESS OF SOLUTIONS: PROOF OF THEOREM 1

For α ∈ (0,1], we consider the system of equations

∂tq + u ⋅ ∇q +Λαq = 0, (81)

∂tu + u ⋅ ∇u +∇p −∆u = −qRq, (82)

∇ ⋅ u = 0, (83)

on Ω × [0,∞), with homogeneous Dirichlet boundary conditions

q∣∂Ω = u∣∂Ω = 0, (84)

and with initial data q0 and u0.
In this section, we address the existence, uniqueness, and long time behavior of solutions to the system

described by the equations (81)–(84). For this objective, we consider the ε-approximate system

∂tq
ε
+ uε ⋅ ∇qε +Λαqε − ε∆qε = 0, (85)

∂tu
ε
+ uε ⋅ ∇uε +∇pε −∆uε = −qε∇(Λ−1

)εq
ε, (86)

∇ ⋅ uε = 0 (87)

where
(Λ−1

)ερ = ∫
∞

ε
t−

1
2 et∆ρdt, (88)

with homegeneous Dirichlet boundary conditions

qε∣∂Ω = uε∣∂Ω = 0, (89)

and with initial data qε(0) = q0 and uε(0) = u0. For each fixed ε ∈ (0,1), we prove that the approximate
system (85)–(89) has unique global smooth solutions. We need first the following lemma:

Lemma 1. Let ε > 0 be fixed. Let f ∈ D(Λs−1). Then there exist a positive universal constant C, indepen-
dent of ε, and a positive constant Cs depending only on s and universal constants, such that the inequalities

∥Λs(Λ−1
)εf∥L2 ≤ C∥Λs−1f∥L2 (90)

and
∥Λs(Λ−1

)εf∥L2 ≤ Csε
−s+1

∥f∥L2 (91)

hold for any s ≥ 0.

Proof. The proof of (91) can be found in [32]. We prove the inequality (90). We consider the expansion of
f

f =
∞
∑
j=1

(f,wj)L2wj (92)

in terms of the eigenfunctionswj of the Laplace operator −∆. We write the expansion of (Λ−1)εf as follows,

(Λ−1
)εf =

∞
∑
j=1

ψjwj , (93)

where the coefficients ψj are given by the integral representation

ψj = ∫
∞

ε
t−

1
2 e−tλj(f,wj)L2dt. (94)

By making the change of variable tλj = s, we have

∣ψj ∣ ≤ (∫

∞

ελj
s−

1
2 e−sds)λ

− 1
2

j ∣(f,wj)L2 ∣ ≤ (∫

∞

0
s−

1
2 e−sds)λ

− 1
2

j ∣(f,wj)L2 ∣ ≤ Cλ
− 1

2
j ∣(f,wj)L2 ∣ (95)
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for all j ≥ 1. Therefore, we have

∥Λs(Λ−1
)εf∥

2
L2 =

∞
∑
j=1

λsj ∣ψj ∣
2
≤ C

∞
∑
j=1

λs−1
j (f,wj)

2
L2 = C∥Λs−1f∥2

L2 , (96)

completing the proof of the Lemma 1.

Proposition 4. Fix an ε ∈ (0,1) and an arbitrary time T > 0. Suppose u0 ∈ D(A
1
2 ) and q0 ∈ D(Λ). Then

the ε-approximate system (85)–(89) has a unique solution (qε, uε) on [0, T ] with regularity

qε ∈ L∞(0, T ;D(Λ)) ∩L2
(0, T ;D(Λ2

)) (97)

and

uε ∈ (L∞(0, T ;D(A
1
2 )) ∩L2

(0, T ;D(A)))
2

(98)

Proof. For n ≥ 1, we consider the Galerkin approximants

Pnρ =
n

∑
j=1

(ρ,wj)L2wj (99)

and

Pnv =
n

∑
j=1

(v, φj)L2φj (100)

where wj and φj are the eigenfunctions of the homogeneous Dirichlet Laplace operator −∆ and the Stokes
operator A respectively. Here, we abused notation and wrote Pn for both projections.

For a fixed ε > 0 and n ≥ 1, we consider the approximate system of ODEs

∂tq
ε
n + Pn(uεn ⋅ ∇q

ε
n) +Λαqεn − ε∆q

ε
n = 0, (101)

∂tu
ε
n +Au

ε
n + Pn(B(uεn, u

ε
n)) = −Pn(q

ε
n∇(Λ−1

)εq
ε
n) (102)

with initial data qεn(0) = Pnq0 and uεn(0) = Pnu0, and homogeneous Dirichlet boundary conditions qεn∣∂Ω =

uεn∣∂Ω = 0. We establish a priori uniform-in-n bounds as follows:
Step 1. L2 bounds for the charge density approximants. We take the scalar product in L2 of the

equation (101) obeyed by the charge density approximants qεn with qεn. We obtain the energy equality

1

2

d

dt
∥qεn∥

2
L2 + ∥Λ

α
2 qεn∥

2
L2 + ε∥Λq

ε
n∥

2
L2 = 0, (103)

where the nonlinear term vanishes due divergence-free condition obeyed by uεn. Integrating in time from 0
to t, and taking the supremum over [0, T ], we conclude that

sup
0≤t≤T

∥qεn(t)∥
2
L2 + 2∫

T

0
(∥Λ

α
2 qεn(t)∥

2
L2 + ε∥Λq

ε
n(t)∥

2
L2)dt ≤ 2∥q0∥

2
L2 . (104)

Step 2. L2 bounds for the velocity approximants. We take the L2 inner product of the equation (102)
obeyed by the velocity approximants uεn with uεn. The nonlinear term (Pn(B(uεn, u

ε
n)), u

ε
n)L2 vanishes due

to the self-adjointness of the Leray projector P and the divergence-free condition obeyed by uεn. We obtain
the energy equation

1

2

d

dt
∥uεn∥

2
L2 + ∥A

1
2uεn∥

2
L2 = −∫

Ω
Pn(qεn∇(Λ−1

)εq
ε
n) ⋅ u

ε
ndx. (105)

Using the fact that uεn belongs to the space spanned by the first n eigenfunctions of A, choosing p ∈ (2,4]

such that the continuous Sobolev embedding D(Λ
α
2 ) ⊂ Lp holds, and using the boundedness of the Riesz
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transform R = ∇Λ−1 on Lp, we estimate

∣∫
Ω
Pn(qεn∇(Λ−1

)εq
ε
n) ⋅ u

ε
ndx∣ = ∣∫

Ω
qεn∇(Λ−1

)εq
ε
n ⋅ u

ε
ndx∣

≤ ∥qεn∥L2∥∇Λ−1Λ(Λ−1
)εq

ε
n∥Lp∥u

ε
n∥Lq = ∥qεn∥L2∥RΛ(Λ−1

)εq
ε
n∥Lp∥u

ε
n∥Lq

≤ C∥qεn∥L2∥Λ(Λ−1
)εq

ε
n∥Lp∥u

ε
n∥Lq ≤ C∥qεn∥L2∥Λ

α
2
+1

(Λ−1
)εq

ε
n∥L2∥uεn∥Lq (106)

where q is the Hölder exponent satisfying 1
q +

1
p +

1
2 = 1. In view of Lemma 1 and the Poincaré inequality

∥uεn∥Lq ≤ C∥∇uεn∥L2 = C∥A
1
2uεn∥L2 , (107)

we infer that

∣∫
Ω
Pn(qεn∇(Λ−1

)εq
ε
n) ⋅ u

ε
ndx∣ ≤ C∥qεn∥L2∥Λ

α
2 qεn∥L2∥A

1
2uεn∥L2 , (108)

from which we obtain the differential inequality

d

dt
∥uεn∥

2
L2 + ∥A

1
2uεn∥

2
L2 ≤ C∥qεn∥

2
L2∥Λ

α
2 qεn∥

2
L2 (109)

after use of Young’s inequality for products. Now we integrate in time from 0 to t, take the supremum
over [0, T ], and use the uniform bound (104) for the charge density approximants qεn derived in Step 1 to
conclude that

sup
0≤t≤T

∥uεn(t)∥
2
L2 + ∫

T

0
∥∇uεn(t)∥

2
L2dt ≤ 2∥u0∥

2
L2 +C∥q0∥

4
L2 . (110)

Step 3. H1 bounds for the velocity approximants. We take the scalar product in L2 of the equation
(102) obeyed by uεn with Auεn. We estimate the convective nonlinear term

∣∫
Ω
PnB(uεn, u

ε
n)Au

ε
ndx∣ ≤ C∥uεn∥L4∥∇uεn∥L4∥Auεn∥L2 ≤ C∥uεn∥

1
2

L2∥∇u
ε
n∥L2∥Auεn∥

3
2

L2 (111)

via use of the Ladyzhenskaya interpolation inequality, and the ellipticity of the Stokes operator. As for the
electrical forcing nonlinear term, we choose p ∈ (2,4] so that D(Λ

α
2 ) is continuously embedded in Lp,

apply Hölder’s inequality with exponents p, q = 2p
p−2 , 2, use the boundedness of the Riesz transform on Lq

and the continuous embedding of D(Λ
2
p ) in Lq, and apply Lemma 1 to obtain

∣∫
Ω
Pn(qεn∇(Λ−1

)εq
ε
n)Au

ε
ndx∣ ≤ C∥qεn∥Lp∥∇(Λ−1

)εq
ε
n∥Lq∥Au

ε
n∥L2

≤ C∥Λ
α
2 qεn∥L2∥RΛ(Λ−1

)εq
ε
n∥Lq∥Au

ε
n∥L2 ≤ C∥Λ

α
2 qεn∥L2∥Λ(Λ−1

)εq
ε
n∥Lq∥Au

ε
n∥L2

≤ C∥Λ
α
2 qεn∥L2∥Λ

1+ 2
p (Λ−1

)εq
ε
n∥L2∥Auεn∥L2 ≤ Cε∥Λ

α
2 qεn∥L2∥qεn∥L2∥Auεn∥L2 (112)

where Cε is a positive constant, which does not depend on n but on ε, and that blows up as ε approaches 0.
Applying Young’s inequality, we obtain the differential inequality

d

dt
∥∇uεn∥

2
L2 + ∥Auεn∥

2
L2 ≤ C∥uεn∥

2
L2∥∇u

ε
n∥

4
L2 +Cε∥q

ε
n∥

2
L2∥Λ

α
2 qεn∥

2
L2 . (113)

In view of Gronwall’s inequality and the bounds (104) and (110) derived in Steps 1 and 2, we conclude that

sup
0≤t≤T

∥∇uεn(t)∥
2
L2 + ∫

T

0
∥Auεn(t)∥

2
L2dt ≤ Ce

C(∥u0∥4
L2+∥q0∥8

L2) (∥∇u0∥
2
L2 +Cε∥q0∥

4
L2) . (114)

Step 4. H1 bounds for the charge density approximants. The L2 norm of ∇qεn evolves according to
the energy equality

1

2

d

dt
∥∇qεn∥

2
L2 + ∥Λ1+α

2 qεn∥
2
L2 + ε∥Λ

2qεn∥
2
L2 = ∫

Ω
uεn ⋅ ∇q

ε
n∆qεndx. (115)
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We integrate by parts the nonlinear term, use the homogeneous Dirichlet boundary conditions and divergence-
free property obeyed by the velocity approximants uεn, choose p so that D(Λ

α
2 ) is continuously embedded

in Lp and q so that 1
q +

1
p +

1
2 = 1, apply Hölder’s inequality, and obtain

∣∫
Ω
uεn ⋅ ∇q

ε
n∆qεndx∣ ≤ ∫

Ω
∣∇uεn∣∣∇q

ε
n∣

2dx ≤ ∥∇uεn∥Lq∥∇q
ε
n∥Lp∥∇q

ε
n∥L2

= ∥∇uεn∥Lq∥RΛqεn∥Lp∥∇q
ε
n∥L2 ≤ C∥∇uεn∥Lq∥Λq

ε
n∥Lp∥∇q

ε
n∥L2

≤ C∥∇uεn∥Lq∥Λ
1+α

2 qεn∥L2∥∇qεn∥L2 . (116)

In view of the Gagliardo-Nirenberg interpolation inequality, we have

∥∇uεn∥Lq ≤ C∥∇uεn∥
2
q

L2∥∇u
ε
n∥

q−2
q

H1 . (117)

Integrating by parts, and applying the Poincaré inequality to the vector field uεn that vanishes on the boundary
of Ω, we observe that

∥∇uεn∥
2
L2 = −∫

Ω
uεn ⋅∆u

ε
ndx ≤ ∥uεn∥L2∥∆uεn∥L2 ≤ C∥∇uεn∥L2∥∆uεn∥L2 ≤

1

2
∥∇uεn∥

2
L2 +C∥∆uεn∥

2
L2 , (118)

from which we infer that
∥∇uεn∥L2 ≤ C∥∆uεn∥L2 , (119)

and consequently
∥∇uεn∥Lq ≤ C∥∆uεn∥L2 ≤ C∥Auεn∥L2 . (120)

Putting (115), (116) and (120) together, we obtain the differential inequality

d

dt
∥∇qεn∥

2
L2 + ∥Λ1+α

2 qεn∥
2
L2 + 2ε∥Λ2qεn∥

2
L2 ≤ C∥Auεn∥

2
L2∥∇q

ε
n∥

2
L2 (121)

after applying Young’s inequality. By Gronwall’s inequality and the bound (114), we conclude that

sup
0≤t≤T

∥∇qεn(t)∥
2
L2 + ∫

T

0
(∥Λ1+α

2 qεn(t)∥
2
L2 + ε∥Λ

2qεn(t)∥
2
L2)

≤ Ce(∥∇u0∥2
L2+Cε∥q0∥4

L2)e
C(∥u0∥4L2+∥q0∥8L2 )

∥∇q0∥
2
L2 , (122)

ending the proof of Step 4.
The existence of a solution (qε, uε) to the ε-approximate system (85)–(89) with regularity (97) and (98)

is obtained via application of the Aubin-Lions lemma, use of the uniform in n bounds derived in Steps 1, 2,
3 and 4, and passage in the weak limit with use of the lower semi-continuity of the norms.

As for uniqueness, suppose (qε1, u
ε
1) and (qε2, u

ε
2) are two solutions to the ε-approximate system (85)–(89)

with regularity (97) and (98). We denote by q̃ε, ũε, and p̃ε the differences

q̃ε = qε1 − q
ε
2, ũ

ε
= uε1 − u

ε
2, p̃

ε
= pε1 − p

ε
2, (123)

which obey the system
∂tq̃

ε
+Λαq̃ε − ε∆q̃ε = −uε1 ⋅ ∇q̃

ε
− ũε ⋅ ∇qε2, (124)

∂tũ
ε
−∆ũε +∇p̃ε = −uε1 ⋅ ∇ũ

ε
− ũε ⋅ ∇uε2 − q

ε
1 ⋅ ∇(Λ−1

)εq̃
ε
− q̃ε ⋅ ∇(Λ−1

)εq
ε
2, (125)

with homogeneous Dirichlet boundary conditions and vanishing initial data. We take the scalar product
in L2 of (124) and (125) with qε and uε respectively. We estimate using Ladyzhenskaya’s interpolation
inequality, the continuous embeddings of D(A

1
2 ) into L

4
α and D(Λ

α
2 ) into L

4
2−α . We obtain the differential

inequalities

1

2

d

dt
∥q̃ε∥2

L2 + ∥Λ
α
2 q̃ε∥2

L2 ≤ ∥ũε∥
L

4
α
∥∇qε2∥L

4
2−α ∥q̃

ε
∥L2 ≤ C∥∇ũε∥L2∥Λ1+α

2 qε2∥L2∥q̃ε∥L2 (126)
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and
1

2

d

dt
∥ũε∥2

L2 + ∥∇ũε∥2
L2 ≤ ∥ũε∥2

L4∥∇u
ε
2∥L2 + (∥qε1∥L4∥∇(Λ−1

)εq̃
ε
∥L2 + ∥q̃ε∥L2∥∇(Λ−1

)εq
ε
2∥L4) ∥ũε∥L4

≤ C∥ũε∥L2∥∇ũε∥L2∥∇uε2∥L2 +C (∥qε1∥L4 + ∥Λ
1
2 qε2∥L2) ∥q̃ε∥L2∥ũε∥

1
2

L2∥∇ũ
ε
∥

1
2

L2 , (127)

which, added together, yield the energy inequality
d

dt
(∥q̃ε∥2

L2 + ∥ũε∥2
L2) ≤ C (∥Λ1+α

2 qε2∥
2
L2 + ∥∇uε2∥

2
L2 + ∥qε1∥

2
L4 + 1) (∥q̃ε∥2

L2 + ∥ũε∥2
L2) (128)

after applications of Young’s inequality. By Gronwall’s inequality, we infer that

∥q̃ε(t)∥2
L2 + ∥ũε(t)∥2

L2 ≤ exp (C(t)) (∥q̃ε(0)∥2
L2 + ∥ũε(0)∥2

L2) , (129)

where

C(t) = C ∫
t

0
(∥Λ1+α

2 qε2(s)∥
2
L2 + ∥∇uε2(s)∥

2
L2 + ∥qε1(s)∥

2
L4 + 1)ds. (130)

is finite. This gives the uniqueness of the solutions to (85)–(89), completing the proof of Proposition 4.
Now we prove Theorem 1:

Proof of Theorem 1. The proof is divided into several steps.
Step 1. Uniform L2 bounds for qε. The L2 norm of qε evolves according to the energy equality

1

2

d

dt
∥qε∥2

L2 + ∥Λ
α
2 qε∥2

L2 + ε∥Λq
ε
∥

2
L2 = 0, (131)

from which we obtain the differential inequality
d

dt
∥qε∥2

L2 + c1∥q
ε
∥

2
L2 ≤ 0 (132)

in view of the Poincaré inequality. Multiplying both sides by ec1t, and integrating in time from 0 to t, we
infer that

∥qε(t)∥2
L2 ≤ ∥q0∥

2
L2e

−c1t (133)
for all t ≥ 0. Integrating (131) in time from 0 to t, we also have the bound

∫

t

0
∥Λ

α
2 qε(s)∥2

L2ds ≤
1

2
∥q0∥

2
L2 (134)

for all t ≥ 0.
Step 2. Uniform L2 bounds for uε. We take the L2 inner product of the equation (86) obeyed by uε with

uε. Integrating by parts, the nonlinear term (uε ⋅ ∇uε, uε)L2 and the pressure term (∇pε, uε)L2 vanish due
to the divergence-free property of uε. We estimate the nonlinear term (qε∇(Λ−1)εq

ε, uε)L2 as in (108), and
we conclude that the time derivative of the L2 norm of uε satisfies the differential inequality

d

dt
∥uε∥2

L2 + ∥∇uε∥2
L2 ≤ C∥qε∥2

L2∥Λ
α
2 qε∥2

L2 , (135)

as shown in (109). In view of the Poincaré inequality c2∥u
ε∥2
L2 ≤ ∥∇uε∥2

L2 , we obtain the pointwise in time
bound

∥uε(t)∥2
L2 ≤ e

−min{c1,c2}t (∥u0∥
2
L2 +C∥q0∥

2
L2 ∫

t

0
∥Λ

α
2 qε(s)∥2

L2ds) , (136)

which yields the decaying in time bound

∥uε(t)∥2
L2 ≤ e

−min{c1,c2}t (∥u0∥
2
L2 +C∥q0∥

4
L2) (137)

due to the bounds (133) and (134) derived in Step 1. Integrating (135) in time, we have

∫

t

0
∥∇uε(s)∥2

L2ds ≤ ∥u0∥
2
L2 +C∥q0∥

4
L2 . (138)

for all t ≥ 0.



16

Step 3. Uniform Lp bounds for qε. For an even integer p ≥ 4, we take the scalar product in L2 of the
equation obeyed by qε with (qε)p−1. The nonlinear term (uε ⋅ ∇qε, (qε)p−1)L2 vanishes. Consequently, we
obtain the differential equation

1

p

d

dt
∥qε∥pLp + ∫

Ω
(qε)p−1Λα(qε)dx + ε∫

Ω
(qε)p−1Λ2

(qε)dx = 0 (139)

which gives the differential inequality

d

dt
∥qε∥pLp +CΩ,α(p − 1)∥qε∥pLp ≤ 0 (140)

in view of the Poincaré inequality (77) for the fractional Laplacian in Lp and the Córdoba-Córdoba inequal-
ity. Therefore, the Lp norm of qε decays exponentially in time and obeys

∥qε(t)∥Lp ≤ ∥q0∥Lpe
−
CΩ,α(p−1)

p
t (141)

for all t ≥ 0.
Step 4. Uniform H1 bounds for uε. The L2 norm of A

1
2uε evolves according to the energy equality

1

2

d

dt
∥A

1
2uε∥2

L2 + ∥Auε∥2
L2 = (−qε∇(Λ−1

)εq
ε,Auε)L2 − (B(uε, uε),Auε)L2 . (142)

We estimate
∣(B(uε, uε),Auε)L2 ∣ ≤ C∥uε∥

1
2

L2∥∇u
ε
∥L2∥Auε∥

3
2

L2 , (143)

as in (111), via applications of Ladyzhenskaya’s inequality. Now we choose p ∈ (2,4] so that D(Λ
α
2 ) is

continuously embedded in Lp, and we let q be the Hölder exponent obeying 1
q +

1
p +

1
2 = 1. In view of

Lemma 1, we have

∣(−qε∇(Λ−1
)εq

ε,Auε)L2 ∣ ≤ ∥qε∥Lq∥∇(Λ−1
)εq

ε
∥Lp∥Au

ε
∥L2

≤ C∥qε∥Lq∥Λ
1+α

2 (Λ−1
)εq

ε
∥L2∥Auε∥L2 ≤ C∥qε∥Lq∥Λ

α
2 qε∥L2∥Auε∥L2 . (144)

Putting (142)–(144) together, and applying Young’s inequality for products, we obtain

d

dt
∥A

1
2uε∥2

L2 + ∥Auε∥2
L2 ≤ C∥qε∥2

Lq̃∥Λ
α
2 qε∥2

L2 +C∥uε∥2
L2∥A

1
2uε∥4

L2 (145)

where q̃ is the smallest even integer greater than or equal to q. Finally, we bound the dissipation from below
by min{c2,

2CΩ,α(q̃−1)
q̃ } ∥A

1
2uε∥L2 using the Poincaré inequality c2∥A

1
2uε∥2

L2 ≤ ∥Auε∥2
L2 , multiply both

sides of the resulting differential inequality by the integrating factor

e
min{c2,

2CΩ,α(q̃−1)
q̃

}t−C ∫ t0 ∥uε(s)∥2
L2∥A

1
2 uε(s)∥2

L2ds, (146)

integrate in time from 0 to t, and use the time decaying estimate (141) to conclude that

∥A
1
2uε(t)∥2

L2 ≤ e
−min{c2,

2CΩ,α(q̃−1)
q̃

}t+C ∫ t0 ∥uε∥2
L2∥A

1
2 uε∥2

L2ds
(∥∇u0∥

2
L2 +C ∫

t

0
∥q0∥

2
Lq̃∥Λ

α
2 qε∥2

L2ds) ,

(147)
which reduces to

∥A
1
2uε(t)∥2

L2 ≤ e
−min{c2,

2CΩ,α(q̃−1)
q̃

}t
e
C(∥u0∥2

L2+C∥q0∥4
L2)

2

(∥∇u0∥
2
L2 +C∥q0∥

2
Lq̃∥q0∥

2
L2) (148)

as a consequence of the bounds (134), (137) and (138). Moreover, the L2 norm of Auε is square integrable
in time and obeys

∫

t

0
∥Auε(s)∥2

L2ds ≤ C (∥u0∥
2
L2 + ∥q0∥

4
L2 + 1)

2
e
C(∥u0∥2

L2+C∥q0∥4
L2)

2

(∥∇u0∥
2
L2 +C∥q0∥

2
Lq̃∥q0∥

2
L2) (149)

for all t ≥ 0.
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Step 5. UniformH1 bounds for qε. As shown for the Galerkin approximants in (121), the time derivative
of the L2 norm of ∇qε satisfies the differential inequality

d

dt
∥∇qε∥2

L2 + ∥Λ1+α
2 qε∥2

L2 ≤ C∥Auε∥2
L2∥∇q

ε
∥

2
L2 . (150)

Here we have implicitly used the cancellation law

∫
Ω
uε∇∇qε∇qε = 0 (151)

that holds due to Sobolev H2 regularity of qε. From (150), we obtain

d

dt
∥∇qε∥2

L2 + (c1 −C∥Auε∥2
L2) ∥∇q

ε
∥

2
L2 ≤ 0 (152)

after bounding the dissipation from below using the Poincaré inequality. We multiply by the integrating
factor ec1t−∫

t
0 ∥Auε∥2

L2ds, integrate in time from 0 to t, and infer that

∥∇qε∥2
L2 ≤ ∥∇q0∥

2
L2e

C0e−c1t (153)

for all t ≥ 0, where C0 is a constant depending only on the initial data and is given explicitly by

C0 = C (∥u0∥
2
L2 + ∥q0∥

4
L2 + 1)

2
e
C(∥u0∥2

L2+C∥q0∥4
L2)

2

(∥∇u0∥
2
L2 +C∥q0∥

2
Lq̃∥q0∥

2
L2) . (154)

Integrating (150) in time from 0 to t, we obtain

∫

t

0
∥Λ1+α

2 qε(s)∥2
L2ds ≤ ∥∇q0∥

2
L2 (1 +C0e

C0) (155)

for all t ≥ 0.

Remark 2. Compared to the existence result obtained in [6] which was proved only for α = 1, Theorem 1
requires less regularity on the initial data (H1), and yields furthermore exponential decay in time.

5. HIGHER REGULARITY: PROOF OF THEOREM 2

In this section, we bootstrap the regularity of solutions and show that the charge density q and velocity
u satisfying (81)–(84) decay exponentially in time in all Sobolev spaces and, consequently, in all Hölder
spaces.

Theorem 2 is a direct consequence of the following proposition:

Proposition 5. Let ε > 0. Fix an integer k ≥ 2. Suppose that q0 ∈ D(Λk) and u0 ∈ D(A
k
2 ). Assume there is

a positive constant Γk depending only on the Hk−1 norms of the initial data and k such that the bounds

∥Λk−1qε(t)∥2
L2 ≤ Γke

−c1t (156)

and

∫

t

0
∥A

k
2 uε(s)∥2

L2ds ≤ Γk (157)

hold for any t ≥ 0. Then there is a positive constant Γ′k depending only on the Hk norms of the initial data
and k and a constant c > 0 depending only on the size of Ω and α such that the bounds

∥Λkqε(t)∥2
L2 + ∥A

k
2 qε(t)∥2

L2 ≤ Γ′ke
−ct (158)

and

∫

t

0
∥A

k+1
2 uε(s)∥2

L2ds ≤ Γ′k (159)

hold for any t ≥ 0.

In order to prove Proposition 5, we need the following commutator and fractional product estimates:
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Proposition 6. Let m ≥ 1 be an integer. Let ũ = (ũ1, ũ2) ∈ H
m+1 be a two-dimensional vector field and

q̃ ∈ D(Λm+
α
2 ) be a scalar function. If m is even and ũ ⋅ ∇q̃ ∈ D(Λm), then it holds that

∥[Λm, ũ ⋅ ∇]q̃∥L2 ≤ C∥ũ∥Hm+1∥Λm+
α
2 q̃∥L2 . (160)

If m is odd and ũ ⋅ ∇q̃ ∈ D(Λm−1), then it holds that

∥[∇Λm−1, ũ ⋅ ∇]q̃∥L2 ≤ C∥ũ∥Hm+1∥Λm+
α
2 q̃∥L2 . (161)

Here, C is a positive constant depending only on m and α.

Proof. We present a proof by induction. Suppose m = 2. Let ũ = (ũ1, ũ2) ∈ H
3 and q̃ ∈ D(Λ2+α

2 ) such that
ũ ⋅∇q̃ ∈ D(Λ2). Since Λ2 = −∆, the commutator (−∆)(ũ ⋅∇q̃)− ũ ⋅∇(−∆)q̃ reduces to (−∆)ũ ⋅∇q̃−2∇ũ ⋅
∇∇q̃, where

∇ũ ⋅ ∇∇q̃ ∶=
2

∑
i=1

∇ũi ⋅ ∇∂xi q̃, (162)

hence its L2 norm can be bounded as

∥(−∆)(ũ ⋅ ∇q̃) − ũ ⋅ ∇(−∆)q̃∥L2 ≤ C (∥∆ũ∥Lq∥∇q̃∥Lp + ∥∇ũ∥Lq∥∇∇q̃∥Lp) (163)

for any p, q ∈ [1,∞] obeying 1
p +

1
q =

1
2 . Using the Gagliardo-Nirenberg inequalities, and choosing p so that

D(Λ
α
2 ) is continuously embedded in Lp, we have

∥(−∆)(ũ ⋅ ∇q̃) − ũ ⋅ ∇(−∆)q̃∥L2 ≤ C∥ũ∥H3∥Λ2+α
2 q̃∥L2 , (164)

which gives (160) for m = 2. Suppose that (160) holds for an even integer m, any field ũ ∈ Hm+1 and any
scalar q̃ ∈ D(Λm+

α
2 ) with the property ũ ⋅ ∇q̃ ∈ D(Λm). We show that

∥Λm+2
(ũ ⋅ ∇q̃) − ũ ⋅ ∇Λm+2q̃∥L2 ≤ C∥ũ∥Hm+3∥Λm+2+α

2 q̃∥L2 (165)

holds for any field ũ ∈ Hm+3 and any scalar q̃ ∈ D(Λm+2+α
2 ) with the property ũ ⋅ ∇q̃ ∈ D(Λm+2). Indeed,

the commutator in (165) can be written as

(−∆)
m+2

2 (ũ ⋅ ∇q̃) − ũ ⋅ ∇(−∆)
m+2

2 q̃

= (−∆)
m
2 ((−∆)ũ ⋅ ∇q̃ + ũ ⋅ ∇(−∆)q̃ − 2∇ũ ⋅ ∇∇q̃) − ũ ⋅ ∇(−∆)

m+2
2 q̃

= [(−∆)
m
2 (−∆ũ ⋅ ∇q̃) − (−∆ũ) ⋅ ∇(−∆)

m
2 q̃]

+ [(−∆)
m
2 (ũ ⋅ ∇(−∆)q̃) − ũ ⋅ ∇(−∆)

m
2 (−∆)q̃] − 2(−∆)

m
2 (∇ũ ⋅ ∇∇q̃) −∆ũ ⋅ ∇(−∆)

m
2 q̃, (166)

and its L2 norm is thus bounded as

∥(−∆)
m+2

2 (ũ ⋅ ∇q̃) − ũ ⋅ ∇(−∆)
m+2

2 q̃∥L2

≤ C∥∆ũ∥Hm+1∥Λm+
α
2 q̃∥L2 +C∥ũ∥Hm+1∥Λm+

α
2 ∆q̃∥L2

+C∥(−∆)
m
2 (∇ũ ⋅ ∇∇q̃)∥L2 +C∥∆ũ ⋅ ∇(−∆)

m
2 q̃∥L2 (167)

in view of the induction hypothesis. SinceHm is a Banach Algebra andD(Λm+2) is continuously embedded
in Hm+2, we have

∥(−∆)
m
2 (∇ũ ⋅ ∇∇q̃)∥L2 ≤ C∥∇ũ∥Hm∥∇∇q̃∥Hm

≤ C∥ũ∥Hm+1∥q̃∥Hm+2 ≤ C∥ũ∥Hm+1∥Λm+2q̃∥L2 (168)

Putting (167) and (168) together, we obtain (165). Consequently, (160) holds for all even integers m. The
proof of (161) is similar. We omit further details.
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Remark 3. The commutator estimates (160) and (161) are not sharp. Indeed, for any integer m ≥ 1 and
p1, p2, q1, q2 ∈ (1,∞) obeying 1

p1
+ 1
q1
= 1
p2
+ 1
q2
= 1

2 , we can show that

∥[Λm, ũ ⋅ ∇]q̃∥L2 ≤ C [∥ũ∥Wm,q1 ∥q̃∥Wm−1,p1 + ∥ũ∥Wm−1,q2 ∥q̃∥Wm,p2 ] , (169)

holds when m is even, and

∥[Λm−1
∇, ũ ⋅ ∇]q̃∥L2 ≤ C [∥ũ∥Wm,q1 ∥q̃∥Wm−1,p1 + ∥ũ∥Wm−1,q2 ∥q̃∥Wm,p2 ] (170)

holds when m is odd, by following the induction argument provided above (see for instance (163) for the
base step). The estimate (160) and (161) are adapted to the electroconvection system and are used to prove
the C∞ smoothness of solutions.

Proposition 7. Let m ≥ 1 be an integer. Suppose v ∈ D(A
m+1

2 ), ρ ∈ D(Λm), and F ∈ (Hm)
2. Then it holds

that
∥A

m
2 B(v, v)∥L2 ≤ C∥v∥L∞∥A

m+1
2 v∥L2 , (171)

and
∥A

m
2 P(ρF )∥L2 ≤ C [∥F ∥L∞∥Λmρ∥L2 + ∥F ∥Hm∥ρ∥L∞] . (172)

Proof. By the Helmholtz-Hodge decomposition theorem, the Leray projection of v ⋅ ∇v can be uniquely
decomposed as

P(v ⋅ ∇v) = v ⋅ ∇v +∇π (173)
where π solves the Poisson equation

−∆π = ∇ ⋅ (v ⋅ ∇v) (174)
with Neumann homogeneous boundary conditions ∂π

∂n = 0. Having this decomposition in hand, we bound

∥A
m
2 B(v, v)∥L2 ≤ C∥P(v ⋅ ∇v)∥Hm ≤ C∥v ⋅ ∇v∥Hm +C∥∇π∥Hm (175)

where we used the estimate ∥A
β
2 ṽ∥L2 ≤ C∥ṽ∥Hβ that holds for any ṽ ∈ D(A

β
2 ) and any β ∈ R (see [28]).

Since v is divergence-free, we have

∥v ⋅ ∇v∥Hm = ∥∇ ⋅ (v ⊗ v)∥Hm ≤ C∥v ⊗ v∥Hm+1 ≤ C∥v∥L∞∥v∥Hm+1 (176)

where the last inequality follows from standard integer Sobolev product estimates. Moreover, the elliptic
regularity of the solution to the Poisson equation (174) yields the estimate

∥∇π∥Hm ≤ C∥v ⋅ ∇v∥Hm ≤ C∥v ⊗ v∥Hm+1 ≤ C∥v∥L∞∥v∥Hm+1 . (177)

In view of the bound ∥v∥Hm+1 ≤ C∥A
m+1

2 v∥L2 (see [28]), we obtain (171). The proof of (172) is similar and
will be omitted.

Now we present the proof of Proposition 5.
Proof of Proposition 5. For any arbitrary positive time T , the approximants qε and uε belong to the spaces
L∞(0, T ;D(Λk))∩L2(0, T ;D(Λk+1)) and L∞(0, T ;D(A

k
2 ))∩L2(0, T ;D(A

k+1
2 )) respectively, a fact that

can be shown by performing energy estimates on the Galerkin regularized system (101)–(102) and passage
in the weak limit by use of the Banach Alaoglu theorem. We establish decaying in time bounds which do
not depend on ε.

We start by showing that the spatial Hk+1 norm of uε is finite in time over [0,∞) and obeys

∫

∞

0
∥uε(t)∥2

Hk+1dt ≤ Γ̃k (178)

for some positive constant Γ̃k depending only on k and the initial data. Indeed, the L2 norm ofA
k
2 uε evolves

according to the energy equality
1

2

d

dt
∥A

k
2 uε∥2

L2 + ∥A
k
2
+ 1

2uε∥2
L2

= −∫
Ω
A
k
2
− 1

2B(uε, uε) ⋅A
k
2
+ 1

2uεdx − ∫
Ω
A
k
2
− 1

2P(qε∇(Λ−1
)εq

ε
) ⋅A

k
2
+ 1

2uεdx. (179)
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We estimate the nonlinear term in uε as follows,

∣∫
Ω
A
k
2
− 1

2B(uε, uε) ⋅A
k
2
+ 1

2uεdx∣ ≤
1

4
∥A

k
2
+ 1

2uε∥2
L2 +C∥A

k
2
− 1

2B(uε, uε)∥2
L2

≤
1

4
∥A

k
2
+ 1

2uε∥2
L2 +C∥uε∥2

L∞∥A
k
2 uε∥2

L2 ≤
1

4
∥A

k
2
+ 1

2uε∥2
L2 +C∥A

k
2 uε∥4

L2 (180)

where the second inequality holds due to the fractional product estimate (171) and the last inequality follows
from the continuous embedding ofD(A

k
2 ) in L∞ when k is strictly greater than 1. As for the nonlinear term

in qε, we have

∣∫
Ω
A
k
2
− 1

2P(qε∇(Λ−1
)εq

ε
) ⋅A

k
2
+ 1

2uεdx∣ ≤
1

4
∥A

k
2
+ 1

2uε∥2
L2 +C∥A

k
2
− 1

2P(qε∇(Λ−1
)εq

ε
)∥

2
L2

≤
1

4
∥A

k
2
+ 1

2uε∥2
L2 +C (∥Λk−1qε∥2

L2∥∇(Λ−1
)εq

ε
∥

2
L∞ + ∥qε∥2

L∞∥∇(Λ−1
)εq

ε
∥

2
Hk−1)

≤
1

4
∥A

k
2
+ 1

2uε∥2
L2 +C∥Λ1+α

2 qε∥2
L2∥Λ

k−1qε∥2
L2 (181)

where the second inequality follows from Proposition 7, and the last inequality uses the continuous em-
bedding of D(Λ1+α

2 ) in L∞ and the uniform boundedness of ∇(Λ)−1
ε in Sobolev spaces (see Lemma 1).

Collecting the bounds (180) and (181), and inserting them in (179), we obtain the differential inequality

d

dt
∥A

k
2 uε∥2

L2 + ∥A
k
2
+ 1

2uε∥2
L2 ≤ C∥Λ1+α

2 qε∥2
L2∥Λ

k−1qε∥2
L2 +C∥A

k
2 uε∥4

L2 , (182)

which reduces to

d

dt
∥A

k
2 uε∥2

L2 + (c2 −C∥A
k
2 uε∥2

L2)∥A
k
2 uε∥2

L2 ≤ C∥Λ1+α
2 qε∥2

L2∥Λ
k−1qε∥2

L2 (183)

by making use of the Poincaré inequality. Multiplying both sides by the integrating factor

emin{c1,c2}t−C ∫ t0 ∥A
k
2 uε(s)∥2

L2ds, (184)

integrating in time from 0 to t, using the hypotheses (156) and (157), and exploiting the square integrability
in time of ∥Λ1+α

2 qε∥L2 obtained in (155), we infer that

∥A
k
2 uε(t)∥2

L2 ≤ Γk,1e
−min{c1,c2}t (185)

for any t ≥ 0. Integrating (182) in time from 0 to t, we also conclude that

∫

t

0
∥A

k
2
+ 1

2uε(s)∥2
L2ds ≤ Γk,2 (186)

for any t ≥ 0. Here Γk,1 and Γk,2 are positive constants which do not depend on ε nor on the time t but only
on the initial data and the order of regularity k. Since ∂Ω is smooth, D(A

k
2
+ 1

2 ) is continuously embedded
in Hk+1 ∩D(A

1
2 ), yielding consequently the desired estimate (178).

The evolution of the spatial L2 norm of Λkqε is described by the ODE

1

2

d

dt
∥Λkqε∥2

L2 + ∥Λk+
α
2 qε∥2

L2 + ε∥Λ
k+1qε∥2

L2 = ∫
Ω

Λk−1
(uε ⋅ ∇qε)Λk+1qεdx. (187)

Suppose k is even. Since qε ∈ D(Λk+1), we have uε ⋅ ∇qε ∈ D(Λk−1) in view of the equation (85) obeyed by
qε. From Proposition 2, we conclude that uε ⋅ ∇qε ∈ D(Λk). We apply the commutator estimate (160) and



21

estimate

∣∫
Ω

Λk(uε ⋅ ∇qε)Λkqεdx∣ = ∣∫
Ω
[Λk(uε ⋅ ∇qε) − uε ⋅ ∇Λkqε]Λkqεdx∣

≤ ∥Λkqε∥L2∥Λk(uε ⋅ ∇qε) − uε ⋅ ∇Λkqε∥L2

≤ C∥Λkqε∥L2∥uε∥Hk+1∥Λk+
α
2 qε∥L2

≤
1

2
∥Λk+

α
2 qε∥2

L2 +C∥uε∥2
Hk+1∥Λ

kqε∥2
L2 . (188)

Now suppose that k is odd. Then it holds that uε ⋅ ∇qε ∈ D(Λk−1), thus

∣∫
Ω

Λk−1
(uε ⋅ ∇qε)Λk+1qεdx∣ = ∣∫

Ω
∇Λk−1

(uε ⋅ ∇qε) ⋅ ∇Λk−1qεdx∣

= ∣∫
Ω
[∇Λk−1

(uε ⋅ ∇qε) − uε ⋅ ∇∇Λk−1qε] ⋅ ∇Λk−1qεdx∣

≤ C∥Λkqε∥L2∥uε∥Hk+1∥Λk+
α
2 qε∥L2

≤
1

2
∥Λk+

α
2 qε∥2

L2 +C∥uε∥2
Hk+1∥Λ

kqε∥2
L2 , (189)

in view of the estimate (161). This yields the differential inequality

d

dt
∥Λkqε∥2

L2 + ∥Λk+
α
2 qε∥2

L2 ≤ C∥uε∥2
Hk+1∥Λ

kqε∥2
L2 , (190)

which implies that
d

dt
∥Λkqε∥2

L2 + (c1 −C∥uε∥2
Hk+1) ∥Λ

kqε∥2
L2 ≤ 0. (191)

We multiply by the integrating factor ec1t−C ∫
t

0 ∥uε∥2
Hk+1ds, integrate in time from 0 to t, make use of (186),

and conclude that
∥Λkqε(t)∥2

L2 ≤ Γk,3e
−c1t (192)

for any t ≥ 0. Also here Γk,3 is a positive constant depending only on the initial data and k. We have thus
completed the proof of Theorem 5.

6. GLOBAL ATTRACTOR: PROOF OF THEOREM 3

In this section, we address the long time dynamics of the forced system (6)–(10). We take the potential
Φ to be zero for simplicity (see Remark 8 below).

For α ∈ (0,1], we consider the forced system

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

∂tq + u ⋅ ∇q +Λαq = 0

∂tu + u ⋅ ∇u +∇p −∆u = −qRq + f,

∇ ⋅ u = 0

(193)

in the presence of smooth time independent divergence-free body forces f in the fluid. The system (193)
is posed on Ω × [0,∞), with homogeneous Dirichlet boundary conditions and initial data q0 and u0. We
address the long time behavior of solutions.

We recall the spacesH and V defined respectively in (40) and (41) and the solution map

S(t) ∶ V ↦ V (194)

associated with (193) and defined by

S(t)(q0, u0) = (q(t), u(t)), (195)

where ω(t) ∶= (q(t), u(t)) is the unique solution of (193) with initial datum ω0 ∶= (q0, u0) at time t.
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6.1. Existence of an Absorbing Ball. We start by proving the existence of a ball Bρ, compact in H, such
that the image of Bρ under S(t) lies in Bρ itself for all large times.

Proposition 8. Suppose α ∈ (0,1] and f ∈ D(A
1
2 ). Then there exists a radius ρ > 0 depending only on

the H1 norm of f and some universal constants such that for each ω0 = (q0, u0) ∈ V , there exists a time T0

depending only on ∥∇q0∥L2 and ∥∇u0∥L2 and universal constants such that

S(t)ω0 ∈ Bρ ∶= {(q, u) ∈ V ∶ ∥∇q∥L2 + ∥∆u∥L2 ≤ ρ} (196)

for all t ≥ T0.

In order to prove Proposition 8, we need the following fractional product estimate:

Proposition 9. Let δ > 0 be sufficiently small. Let s ∈ (δ, 1
2 + δ). Let ρ ∈ L∞ ∩ D(Λs). Then there exists a

constant C > 0 depending on s and δ such that the following fractional product inequality

∥A
s−δ
2 P(ρRρ)∥L2 ≤ C∥ρ∥L∞∥Λsρ∥L2 (197)

holds.

Proof. In view of the bound ∥A
β
2 v∥L2 ≤ C∥v∥Hβ that holds for any v ∈ D(A

β
2 ) and any β ∈ R (see [28]),

the boundedness of the Leray projector on fractional Sobolev spaces, and the continuous embedding of
D(Λs−δ) into Hs−δ ([13, Proposition 2.1]), we have

∥A
s−δ
2 P(ρRρ)∥L2 ≤ C∥P(ρRρ)∥Hs−δ ≤ C∥ρRρ∥Hs−δ ≤ C∥Λs−δ(ρRρ)∥L2 . (198)

We write the Riesz tranform as R = (R1,R2), fix i ∈ {1,2}, and use the integral representation (63) to
estimate

∥Λs−δ(ρRiρ)∥
2
L2 = (Λs−δ(ρRiρ),Λ

s−δ
(ρRiρ))L2

= ∫
Ω
∫

Ω
(ρ(x)Riρ(x) − ρ(y)Riρ(y))

2Ks−δ(x, y)dxdy + ∫
Ω
ρ(x)2Riρ(x)

2Bs−δ(x)dx

≤ 2∫
Ω
∫

Ω
(ρ(x) − ρ(y))2Riρ(x)

2Ks−δ(x, y)dxdy

+ 2∫
Ω
∫

Ω
ρ(y)2

(Riρ(x) −Riρ(y))
2Ks−δ(x, y)dxdy + ∫

Ω
ρ(x)2Riρ(x)

2Bs−δ(x)dx (199)

where the last bound is obtained by adding and subtracting ρ(y)Riρ(x) followed by an application of the
algebraic inequality (a+b)2 ≤ 2(a2+b2). Due to (70). the kernelKs−δ is bounded from above by a constant
multiple of ∣x − y∣−(2+2s−2δ). Thus, the estimate (199) boils down to

∥Λs−δ(ρRiρ)∥
2
L2 ≤ C ∫

Ω
Riρ(x)

2
∫

Ω

∣ρ(x) − ρ(y)∣2

∣x − y∣2+2s−2δ
dxdy

+C∥ρ∥2
L∞ [∫

Ω
∫

Ω
(Riρ(x) −Riρ(y))

2Ks−δ(x, y)dxdy + ∫
Ω
Riρ(x)

2Bs−δ(x)dx]

≤ C ∫
Ω
Riρ(x)

2
∫

Ω

∣ρ(x) − ρ(y)∣2

∣x − y∣2+2s−2δ
dxdy +C∥ρ∥2

L∞∥Λs−δRiρ∥
2
L2 . (200)

Since s − δ ∈ (0, 1
2), the space D(Λs−δ) is identified with the usual Sobolev space Hs−δ. Thus, the Riesz

transform of ρ belongs to D(Λs−δ) and satisfies the estimate

∥Λs−δRρ∥L2 ≤ C∥Rρ∥Hs−δ = C∥∇Λ−1ρ∥Hs−δ ≤ C∥Λ−1ρ∥Hs−δ+1 ≤ C∥Λs−δρ∥L2 (201)

where the last inequality follows from the continuous embedding of D(Λs−δ+1) in Hs−δ+1 ([13, Proposition
2.1]). Now we seek good control of the double integral in (200). In fact, an application of Hölder inequality
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yields

∫
Ω
Riρ(x)

2
∫

Ω

∣ρ(x) − ρ(y)∣2

∣x − y∣2+2s−2δ
dxdy ≤ (∫

Ω
∫

Ω
Riρ(x)

2p1dxdy)

1
p1

(∫
Ω
∫

Ω

∣ρ(x) − ρ(y)∣2p2

∣x − y∣(2+2s−2δ)p2
dxdy)

1
p2

≤ CΩ∥Riρ∥
2
L2p1 (∫

Ω
∫

Ω

∣ρ(x) − ρ(y)∣2p2

∣x − y∣2+2p2(1+s−δ−1/p2)
)

1
p2

(202)

for any p1, p2 ≥ 1 obeying 1
p1
+ 1
p2

= 1. We choose p2 slightly bigger than 1 so that 1
p2

= 1 − δ
2 . Due to the

finiteness of the domain size, it holds that

∥Riρ∥L2p1 ≤ C∥ρ∥L2p1 ≤ CΩ∥ρ∥L∞ . (203)

Here we used the boundedness of the Dirichlet Riesz transform R ∶ Lp(Ω) → Lp(Ω) on bounded domains
with smooth boundaries for any p ∈ (1,∞) (see [33, 22, 39]), a fact that was obtained first in [33] for
bounded Lipschitz domains (with restrictions on the values of p) and C1 domains (for any p ∈ (1,∞)) based
on complex interpolation techniques, and later in [39] based on a classical Calderon- Zygmund decomposi-
tion approach. Consequently, we obtain

∫
Ω
Riρ(x)

2
∫

Ω

∣ρ(x) − ρ(y)∣2

∣x − y∣2+2s−2δ
dxdy ≤ CΩ∥ρ∥2

L∞
⎛

⎝
∫

Ω
∫

Ω

∣ρ(x) − ρ(y)∣
4

2−δ

∣x − y∣2+(s−
δ
2
)( 4

2−δ )
⎞

⎠

1− δ
2

= CΩ∥ρ∥2
L∞∥ρ∥2

W
s− δ2 , 4

2−δ
. (204)

Due to the continuous embeddings of Hs into W s− δ
2
, 4
2−δ for sufficiently small δ and D(Λs) into Hs, we

infer that

∫
Ω
Riρ(x)

2
∫

Ω

∣ρ(x) − ρ(y)∣2

∣x − y∣2+2s−2δ
dxdy ≤ C∥ρ∥2

L∞∥Λsρ∥2
L2 . (205)

Putting together (200) and (205) gives the desired product estimate (197).
Now we present the proof of Proposition 8.

Proof of Proposition 8. Fix (q0, u0) ∈ V . In view of the first three steps established in the proof of Theorem
1, and in the presence of body forces in the fluid, we have the following bounds

∥q(t)∥2
L2 ≤ ∥q0∥

2
L2e

−ct, (206)

∫

t

s
∥Λ

α
2 q(τ)∥2

L2dτ ≤ ∥q0∥
2
L2e

−cs, (207)

∥u(t)∥2
L2 ≤ (∥u0∥

2
L2 +C∥q0∥

4
L2) e

−ct
+ ∥f∥2

L2 , (208)

∫

t

s
∥∇u(τ)∥2

L2dτ ≤ (∥u0∥
2
L2 +C∥q0∥

4
L2) e

−cs
+ ∥f∥2

L2 + ∥f∥2
L2(t − s), (209)

and
∥q(t)∥Lp ≤ ∥q0∥Lpe

− c(p−1)
p

t (210)
for any t ≥ 0, any s ∈ [0, t], and any even integer p ≥ 4. The constant c depends only on the size of the
domain Ω and the power α. Based on (206)–(210), we deduce the existence of a time t0 depending on ∥ω0∥V
and a radius R depending only on ∥f∥L2 such that the bound

∥q(t)∥2
L2 + ∥u(t)∥2

L2 + ∫

t+1

t
(∥Λ

α
2 q(s)∥2

L2 + ∥∇u(s)∥2
L2)ds ≤ R (211)

holds for all t ≥ t0.
Step 1. Velocity H1 bounds. The analogous energy inequality of (145) in the presence of forces f is

given by
d

dt
∥A

1
2u∥2

L2 + ∥Au∥2
L2 ≤ C∥q∥2

Lq̃∥Λ
α
2 q∥2

L2 +C∥u∥2
L2∥A

1
2u∥4

L2 +C∥f∥2
L2 (212)
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where q̃ is some large even integer. In view of (210), there exists a time t1 ≥ t0 depending on q̃ and ∥ω0∥V
such that

∥q(t)∥Lq̃ ≤ 1 (213)
for all t ≥ t1. Due to (211), the conditions of the uniform Gronwall Lemma 3 are satisfied. Thus we infer
the existence of a time t2 ≥ t1 depending only on ∥ω0∥V such that

∥∇u(t)∥2
L2 + ∫

t+1

t
∥∆u(s)∥2

L2ds ≤ R1 (214)

for all t ≥ t2, where R1 is a positive constant depending only on the body forces and universal constants.
Step 2. Charge Density L∞ bounds. There exists a time t3 ≥ t2 such that Λ1+α

2 q(t3) is bounded in L2

by some constant depending on ∥∇q0∥L2 , ∥∇u0∥L2 , and ∥f∥L2 , a fact that follows by repeating the energy
calculations obtained in Steps 4 and 5 of Theorem 1 but in the presence of body forces in the fluid. At this
specific time t3, the charge density is L∞ ∩H1 regular due to continuous Sobolev embeddings. By making
use of the Lp estimates (210), we have

∥q(t)∥L∞ ≤ ∥q(t3)∥L∞e
−c(t−t3) (215)

for all t ≥ t3. From (215), we deduce the existence of a time t4 ≥ t3 such that

∥q(t)∥L∞ ≤ 1 (216)

for all t ≥ t4.
Step 3. Velocity D(A

1
2
+α

4
−δ) bounds. Let δ > 0 be sufficiently small. In view of (214), there exists a

time t5 ≥ t4 such that ∥Au(t5)∥L2 is bounded by some constant depending on ∥ω0∥V and f . We study the
evolution of the norm ∥A

1
2
+α

4
−δu∥2

L2 starting at time t5. Indeed, we have

1

2

d

dt
∥A

1
2
+α

4
−δu∥2

L2 + ∥A1+α
4
−δu∥2

L2

= −∫
Ω
A
α
4
−δP(qRq) ⋅A1+α

4
−δudx − ∫

Ω
A
α
4
−δP(u ⋅ ∇u) ⋅A1+α

4
−δudx − ∫

Ω
A
α
4
−δf ⋅A1+α

4
−δudx, (217)

from which we obtain the differential inequality
d

dt
∥A

1
2
+α

4
−δu∥2

L2 + ∥A1+α
4
−δu∥2

L2 ≤ C∥A
α
4
−δP(qRq)∥2

L2 +C∥A
α
4
−δP(u ⋅ ∇u)∥2

L2 +C∥A
α
4
−δf∥2

L2 (218)

due to Young’s inequality. We bound the nonlinear term in q by using the fractional product estimate (197)
with s = α

2 and obtain
∥A

α
4
−δP(qRq)∥2

L2 ≤ C∥q∥2
L∞∥Λ

α
2 q∥2

L2 . (219)
As for the nonlinear term in u, we use the divergence-free condition obeyed by u and estimate

∥A
α
4
−δP(u ⋅ ∇u)∥2

L2 ≤ C∥∇ ⋅ (u⊗ u)∥2

H
α
2 −2δ ≤ C∥u∥4

H1+α2 −2δ ≤ C∥A
1
2
+α

4
−δu∥4

L2 , (220)

where the second inequality follows from the fact that H1+α
2
−2δ is a Banach Algebra for a sufficiently small

δ, and the last inequality uses the continuous embedding of D(A
1
2
+α

4
−δ) into H1+α

2
−2δ ([28]). Putting

(218)–(220) together gives
d

dt
∥A

1
2
+α

4
−δu∥2

L2 + ∥A1+α
4
−δu∥2

L2 ≤ C∥A
1
2
+α

4
−δu∥4

L2 +C∥q∥2
L∞∥Λ

α
2 q∥2

L2 +C∥A
α
4
−δf∥2

L2 . (221)

Since

∫

t+1

t
∥A

1
2
+α

4
−δu(s)∥2

L2ds ≤ C ∫
t+1

t
∥Au(s)∥2

L2ds, (222)

the conditions of the uniform Gronwall Lemma 3 are satisfied for all t ≥ t5 in view of (211), (214), and
(216). Therefore, we deduce the existence of a time t6 ≥ t5 depending on ∥ω0∥V , and a radius R2 depending
only on f such that

∥A
1
2
+α

4
−δu(t)∥2

L2 + ∫

t+1

t
∥A1+α

4
−δu(s)∥2

L2ds ≤ R2 (223)
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for all t ≥ t6.
Step 4. Velocity gradient Lp bounds. The velocity u can be represented as

u(t) = e−(t−τ)Au(τ) − ∫
t

τ
e−(t−s)A (B(u,u) + P(qRq) − f) (s)ds (224)

for any t ∈ [τ,∞). In view of the Stokes semi-group estimate

∥A
1
2 e−tAv∥Lp ≤ Ct

− 1
2 ∥v∥Lp (225)

that holds for p ∈ (1,∞) (see [27, Proposition 1.2]), we have

∥A
1
2u∥Lp ≤ C

∥u(τ)∥Lp
√
t − τ

+ ∫

t

τ

1
√
t − s

∥B(u,u)∥Lpds

+ ∫

t

τ

1
√
t − s

∥P(qRq)∥Lpds + ∫
t

τ

1
√
t − s

∥f∥Lpds. (226)

We estimate

∥B(u,u)∥Lp ≤ C∥u ⋅ ∇u∥Lp ≤ C∥u∥L∞∥∇u∥Lp ≤ C∥u∥L∞∥∇u∥
1
p

L2∥∇u∥
p−1
p

L2p−2

≤ C∥u∥L∞∥∇u∥
1
p

L2∥∇u∥
p−1
p

L∞ ≤ C∥u∥H1+ε∥u∥
p−1
p

H2+ε∥∇u∥
1
p

L2 (227)

via interpolation of Lp spaces and use of Sobolev embeddings. Due to Hölder’s inequality with exponents
2p
p+1 and 2p

p−1 , we obtain

∫

t

τ

1
√
t − s

∥B(u,u)∥Lpds (228)

≤ C sup
s∈[τ,t]

(∥∇u(s)∥
1
p

L2∥u(s)∥H1+ε)
⎛

⎝
∫

t

τ

1

(t − s)
p
p+1

ds
⎞

⎠

p+1
2p

(∫

t

τ
∥u∥2

H2+εds)

p−1
2p

≤ C sup
s∈[τ,t]

(∥∇u∥
1
p

L2∥u∥H1+ε)(∫

t

τ
∥u∥2

H2+εds)

p−1
2p

(t − τ)
1
2p . (229)

As for the nonlinear term in q, we have

∫

t

τ

1
√
t − s

∥P(qRq)∥Lpds ≤ C sup
s∈[τ,t]

∥q(s)∥2
L∞

√
t − τ (230)

due to the finiteness of the domain size and the boundedness of the Dirichlet Riesz transform on Lp spaces.
We obtain the bound

∥A
1
2u(t)∥Lp ≤ C

∥u(τ)∥Lp
√
t − τ

+C sup
s∈[τ,t]

(∥∇u∥
1
p

L2∥u∥H1+ε)(∫

t

τ
∥u∥2

H2+εds)

p−1
2p

(t − τ)
1
2p

+C sup
s∈[τ,t]

∥q(s)∥2
L∞

√
t − τ +C∥f∥Lp

√
t − τ (231)

for any τ > 0 and t ≥ τ . Fix a nonnegative integer k ≥ 0. Taking τ = t6 + k and t ∈ [t6 + k + 1, t6 + k + 2],
and noting that 1 ≤

√
t − τ ≤

√
2, we have

∥A
1
2u(t)∥Lp ≤ C∥u(t6 + k)∥H1 +CR

1
p
+1

2 (∫

t6+k+2

t6+k
∥u∥2

H2+εds)

p−1
2p

+
√

2C +
√

2C∥f∥Lp . (232)

Due to the boundedness of the local in time integral ∫
t6+k+2
t6+k ∥u∥2

H2+εds independently of t6 and k, we infer
the existence of a radius R3 > 0 depending only on the body forces such that

sup
t∈[t6+k+1,t6+k+2]

∥A
1
2u(t)∥Lp ≤ R3. (233)
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This is true for any integer k ≥ 0, thus
∥A

1
2u(t)∥Lp ≤ R3 (234)

for any t ≥ t7 where t7 ∶= t6 + 1.
Step 5. Charge Density H1 bounds. The evolution of the L2 norm of ∇q described by (150) does not

satisfy the conditions of the uniform Gronwall Lemma 3 due to the absence of the local in time integrability
for y = ∥∇q∥2

L2 . Hence Lemma 3 does not apply in this case. In order to show that the L2 norm of ∇q is
uniformly bounded for large times, independently of the initial data, we need to estimate the nonlinear term
differently. Indeed, ∥∇q∥L2 obeys the differential inequality

1

2

d

dt
∥∇q∥2

L2 + ∥Λ1+α
2 q∥2

L2 ≤ ∫
Ω
∣∇u∣∣∇q∣2dx. (235)

By the fractional interpolation inequality (79), we have

∥∇q∥L2+α ≤ C∥q∥
α

2+α
L∞ ∥Λ1+α

2 q∥
2

2+α
L2 . (236)

By making use of Hölder’s inequality with exponents 2+α
α ,2 + α,2 + α, we obtain

1

2

d

dt
∥∇q∥2

L2 + ∥Λ1+α
2 q∥2

L2 ≤ C∥∇u∥
L

2+α
α

∥q∥
2α
2+α
L∞ ∥Λ1+α

2 q∥
4

2+α
L2 , (237)

which, followed by an application of Young’s inequality with exponents 2+α
2 and 2+α

α , reduces to

d

dt
∥∇q∥2

L2 + ∥Λ1+α
2 q∥2

L2 ≤ C∥∇u∥
2+α
α

L
2+α
α

∥q∥2
L∞ . (238)

Since ∥∇u∥Lp ≤ C∥A
1
2u∥Lp for any p ∈ (1,∞) ([27, Proposition 1.4]), it holds that

∫

t+1

t
∥∇u(s)∥

2+α
α

L
2+α
α

∥q(s)∥2
L∞ds ≤ ρ (239)

for some ρ depending only on the body forces and the power α, thus the uniform Gronwall Lemma 3 is
applicable and yields the existence of a time t8 ≥ t7 depending only on ∥∇q0∥L2 , ∥∇u0∥L2 , and a radius
R4 > 0 depending only on f such that

∥∇q(t)∥L2 + ∫

t+1

t
∥Λ1+α

2 q(s)∥2
L2ds ≤ R4 (240)

holds for all times t ≥ t8.
Step 6. Velocity H2 bounds. The following energy inequality

d

dt
∥Au∥2

L2 + ∥A
3
2u∥2

L2 ≤ C∥∇q∥2
L2∥Λ

1+α
2 q∥2

L2 +C∥Au∥4
L2 +C∥∇f∥2

L2 (241)

holds and satisfies the conditions of Lemma 3, yielding (196). This ends the proof of Proposition 8.

Remark 4. As a consequence of Proposition 8, we infer the existence of a positive time T such that

S(t)Bρ ⊂ Bρ (242)

for all t ≥ T .

Remark 5. The case of T2 with periodic boundary conditions is simpler: for any α ∈ (0,1], there exists
a radius R > 0 depending only on ∥∇f∥L2 , such that for each ω0 = (q0, u0) ∈ V , there exists a time T
depending only on ∥∇q0∥L2 and ∥∇u0∥L2 and universal constants such that

S(t)ω0 ∈ BR ∶= {(q, u) ∈ V ∶ ∥Λ1+α
2 q∥L2 + ∥∆u∥L2 ≤ R} (243)

for all t ≥ T . Indeed, for any s ∈ [α2 ,1 +
α
2 ], the energy equality

1

2

d

dt
∥Λsq∥2

L2 + ∥Λs+
α
2 q∥2

L2 = −∫
T2

[Λs(u ⋅ ∇q) − u ⋅ ∇Λsq]Λsqdx (244)
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holds and yields
1

2

d

dt
∥Λsq∥2

L2 + ∥Λs+
α
2 q∥2

L2 ≤ C∥∆u∥L2∥Λs+
α
2 q∥L2∥Λsq∥L2 (245)

due to standard periodic commutator estimates. An application of Young’s inequality gives the differential
inequality

d

dt
∥Λsq∥2

L2 + ∥Λs+
α
2 q∥2

L2 ≤ C∥∆u∥2
L2∥Λ

sq∥2
L2 . (246)

Choosing s = α
2 , using (211) and (214), and applying Lemma 3, we obtain good control of both ∥Λ

α
2 q∥L2

and ∫
t+1
t ∥Λαq∥2

L2ds. Then we take s = α, repeat the same argument, and obtain control of ∥Λαq∥L2 and

∫
t+1
t ∥Λ

3α
2 q∥2

L2ds. A bootstrapping argument yields the existence of a time T1 depending on ∥ω0∥V and a
radius R′ depending only on f such that

∥Λ1+α
2 q(t)∥2

L2 + ∫

t+1

t
∥Λ1+αq(s)∥2

L2ds ≤ R
′ (247)

for all t ≥ T1. Therefore, we deduce (243) and obtain the absorbing ball BR which is compact in the
strong norm of V . That is not the case on bounded smooth domains with homogeneous Dirichlet boundary
conditions as those periodic commutator estimates break down in the presence of boundaries.

Remark 6. One of the main elements of the proof of Proposition 8 is the boundedness of the velocity gradient
in Lp spaces for all p ∈ (2,∞). The maximal Lp regularity has been studied in the literature for the Stokes
equations ([30, 38, 40] and references therein), the Navier-Stokes equations ([24, 26, 27, 34, 43, 44] and
references therein), and parabolic evolution equations ([21, 29] and references therein) on bounded and
unbounded domains, under various regularity conditions imposed on the boundaries, and equipped with
different types of boundary conditions.

6.2. Continuity Properties of the Solution Map. We investigate the instantaneous continuity of the solu-
tion map S(t) at each fixed positive time t.

Proposition 10. Let w0
1 = (q0

1, u
0
1),w

0
2 = (q0

2, u
0
2) ∈ V . Let t > 0. There exist functions K1(t), K2(t),

and K3(t), locally uniformly bounded as functions of t ≥ 0, and locally bounded as initial data w0
1,w

0
2 are

varied in V , such that S(t) is Lipschitz continuous inH obeying

∥S(t)w0
1 − S(t)w

0
2∥

2
H ≤K1(t)∥w

0
1 −w

0
2∥

2
H, (248)

S(t) is Lipschitz continuous in V obeying

∥S(t)w0
1 − S(t)w

0
2∥

2
V ≤K2(t)∥w

0
1 −w

0
2∥

2
V , (249)

and S(t) is Lipschitz continuous fromH to V obeying

tδ∥S(t)w0
1 − S(t)w

0
2∥

2
V ≤K3(t)∥w

0
1 −w

0
2∥

2
H (250)

for any δ > 2
α .

Proof. We set (q1, u1) = S(t)(q0
1, u

0
1) and (q2, u2) = S(t)(q0

2, u
0
2). The differences q = q1 − q2 and

u = u1 − u2 obey the system
⎧⎪⎪
⎨
⎪⎪⎩

∂tq +Λαq = −u1 ⋅ ∇q − u ⋅ ∇q2,

∂tu +Au = −B(u1, u) −B(u,u2) − P(q1Rq) − P(qRq2).
(251)

The following differential inequality

d

dt
(∥q∥2

L2 + ∥u∥2
L2) + ∥Λ

α
2 q∥L2 + ∥∇u∥2

L2

≤ C (∥Λ1+α
2 q2∥

2
L2 + ∥∇u2∥

2
L2 + ∥q1∥

2
L4 + 1) (∥q∥2

L2 + ∥u∥2
L2) (252)
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holds, as shown in (128). Consequently, the Lipschitz continuity of S(t) in the norm of H, given by (248),
follows with

K1(t) = exp{C ∫
t

0
(∥Λ1+α

2 q2∥
2
L2 + ∥∇u2∥

2
L2 + ∥q1∥

2
L4 + 1)ds} . (253)

In order to study the Lipschitz continuity of S(t) in the norm of V , we take the L2 inner product of the
first and second equations in (251) with −∆q and Au respectively, add the resulting energy equalities, and
estimate. We obtain

1

2

d

dt
(∥∇q∥2

L2 + ∥∇u∥2
L2) + ∥Λ1+α

2 q∥2
L2 + ∥Au∥2

L2

≤ ∫
Ω
∣∇u1∣∣∇q∣

2dx + ∫
Ω
∣∇u∣∣∇q2∣∣∇q∣dx + ∫

Ω
∣u1∣∣∇u∣∣Au∣dx

+ ∫
Ω
∣u∣∣∇u2∣∣Au∣dx + ∫

Ω
∣q1∣∣Rq∣∣Au∣dx + ∫

Ω
∣q∣∣Rq2∣∣Au∣dx (254)

after integration by parts. By making use of Hölder’s inequality, continuous Sobolev embeddings, the bound-
edness of the Riesz transform on L4, and the ellipticity of the Stokes operator, (254) reduces to

1

2

d

dt
(∥∇q∥2

L2 + ∥∇u∥2
L2) + ∥Λ1+α

2 q∥2
L2 + ∥Au∥2

L2

≤ C∥∆u1∥L2∥∇q∥L2∥Λ1+α
2 q∥L2 +C∥Au∥L2∥∇q∥L2∥Λ1+α

2 q2∥L2 +C∥u1∥L4∥∇u∥
1
2

L2∥Au∥
3
2

L2

+C∥∇u∥L2∥∇u2∥L4∥Au∥L2 +C∥q1∥L4∥q∥L4∥Au∥L2 +C∥q∥L4∥q2∥L4∥Au∥L2 . (255)

An application of Young’s inequality yields

d

dt
(∥∇q∥2

L2 + ∥∇u∥2
L2) + ∥Λ1+α

2 q∥2
L2 + ∥∆u∥2

L2

≤ C (∥∆u1∥
2
L2 + ∥∆u2∥

2
L2 + ∥u1∥

4
L4 + ∥q1∥

2
L4 + ∥Λ1+α

2 q2∥
2
L2) (∥∇q∥2

L2 + ∥∇u∥2
L2) , (256)

which gives the desired V-Lipschitz continuity property (249), with

K2(t) = exp{C ∫
t

0
(∥∆u1∥

2
L2 + ∥∆u2∥

2
L2 + ∥u1∥

4
L4 + ∥q1∥

2
L4 + ∥Λ1+α

2 q2∥
2
L2)ds} . (257)

Finally, we prove the Lipschitzianity property (250). We seek a differential inequality of the form

d

dt
(tδ∥ω∥2

V) ≤ Ct
−β

∥ω∥2
H +Cδt

δ−1
∥∇u∥2

L2 +Z(t) (tδ∥ω∥2
V) (258)

for some β < 1 and a locally integrable function in time Z(t). Solving (258), integrating (252) in time from
0 to t, and using (248), we obtain

tδ∥ω∥2
V ≤K3(t)∥ω0∥

2
H (259)

where

K3(t) = C [
t1−β

1 − β
K1(t) + t

δ−1 lnK1(t)∫
t

0
K1(s)ds + 1] exp{∫

t

0
Z(s)ds} . (260)

Indeed, the L2 norm of tδ∥ω∥2
V obeys

d

dt
(tδ∥ω∥2

V) + t
δ
(∥Λ1+α

2 q∥2
L2 + ∥∆u∥2

L2)

≤ δtδ−1
∥ω∥2

V +C (∥∆u1∥
2
L2 + ∥∆u2∥

2
L2 + ∥u1∥

4
L4 + ∥q1∥

2
L4 + ∥Λ1+α

2 q2∥
2
L2) (tδ∥ω∥2

V)

≤ δtδ−1
∥∇q∥2

L2 + δt
δ−1

∥∇u∥2
L2

+C (∥∆u1∥
2
L2 + ∥∆u2∥

2
L2 + ∥u1∥

4
L4 + ∥q1∥

2
L4 + ∥Λ1+α

2 q2∥
2
L2) (tδ∥ω∥2

V) (261)
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due to (256). This latter energy inequality is of type (258) provided that we have good control of the term
δtδ−1∥∇q∥2

L2 . By the interpolation inequality (79), we have

∥∇q∥2
L2 ≤ C∥q∥

2α
2+α
L2 ∥Λ1+α

2 q∥
4

2+α
L2 , (262)

hence

δtδ−1
∥∇q∥2

L2 ≤ Cδt
δ−1− 2δ

2+α ∥q∥
2α
2+α
L2 (t

2δ
2+α ∥Λ1+α

2 q∥
4

2+α
L2 ) ≤

1

2
tδ∥Λ1+α

2 q∥2
L2 +Cαδ

2+α
α tδ−1− 2

α ∥q∥2
L2 (263)

via use of Young’s inequality for sums with exponents 2+α
2 and 2+α

α . Since δ is greater than 2
α , (258) holds

with β = 1 + 2
α − δ and

Z(t) = C (∥∆u1∥
2
L2 + ∥∆u2∥

2
L2 + ∥u1∥

4
L4 + ∥q1∥

2
L4 + ∥Λ1+α

2 q2∥
2
L2) , (264)

completing the proof of Proposition 10.

Remark 7. The choice of δ in (250) results from the need to control the local in time integrals of ∥∇q∥2
L2 by

constant multiples of the difference of the initial data in H. However, the energy equality (252) gives such
a boundedness only for ∫

t
0 ∥Λ

α
2 q∥2

L2ds. The remedy is interpolation and control by the dissipation of the
energy inequality in hand (261), which imposes restrictions on the power δ of the time singularity.

6.3. Injectivity of the Solution Map. We obtain injectivity of the solution map S(t) by adapting the ap-
proach of [7] to the system (193).

Proposition 11. Let ω0
1 = (q1(0), u1(0)), ω

0
2 = (q2(0), u2(0)) ∈ V . Suppose there exists a time T > 0 such

that S(T )ω0
1 = S(T )ω0

2 . Then ω0
1 = ω

0
2 .

Proof. The proof is divided into main steps.
Step 1. Time analyticity of solutions. Suppose (q0, u0) ∈ V , and denote the solution of (193) at time

t by (q(t), u(t)). We complexify all functional spaces and operators, fix an angle θ ∈ (−π2 ,
π
2 ), and take

t = seiθ for s > 0. We have
d

ds
[∥∇q(seiθ)∥2

L2 + ∥A
1
2u(seiθ)∥2

L2]

=
d

ds
[(q(seiθ),−∆q(seiθ))L2 + (u(seiθ),Au(seiθ))L2]

= (eiθ
dq

dt
(seiθ),−∆q(seiθ))

L2
+ (q(seiθ),−eiθ∆

dq

dt
(seiθ))

L2

+ (eiθ
du

dt
(seiθ),Au(seiθ))

L2
+ (u(seiθ), eiθA

du

dt
(seiθ))

L2

= 2Re [eiθ (
dq

dt
(seiθ),−∆q(seiθ))

L2
+ eiθ (

du

dt
(seiθ),Au(seiθ))

L2
] (265)

where Re(z) denotes the real part of a complex number z ∈ C, and (⋅, ⋅)L2 is the complexified L2 inner
product. Thus, the evolution of the norm ∥∇q(seiθ)∥2

L2 + ∥A
1
2u(seiθ)∥2

L2 is described by

1

2

d

ds
[∥∇q(seiθ)∥2

L2 + ∥A
1
2u(seiθ)∥2

L2] + cos θ [∥Λ1+α
2 q(seiθ)∥2

L2 + ∥Au(seiθ)∥2
L2] (266)

= Re [eiθ(u ⋅ ∇q,−∆q)L2 − eiθ(B(u,u),Au)L2 − eiθ(P(qRq),Au)L2 + eiθ(f,Au)L2] . (267)

We estimate

∣(u ⋅ ∇q,−∆q)L2 ∣ ≤ C∥∇u∥
L

4
α
∥∇q∥L2∥∇q∥

L
4

2−α ≤ C∥∇u∥
α
2

L2∥Au∥
2−α

2

L2 ∥∇q∥L2∥Λ1+α
2 q∥L2

≤
cos θ

8
[∥Λ1+α

2 q(seiθ)∥2
L2 + ∥Au(seiθ)∥2

L2] +
C

(cos θ)
4−α
α

∥∇u(seiθ)∥2
L2∥∇q(se

iθ
)∥

4
α

L2 , (268)
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∣(B(u,u),Au)L2 ∣ ≤ C∥∇u∥
3
2

L2∥Au∥
3
2

L2 ≤
cos θ

8
∥Au(seiθ)∥2

L2 +
C

(cos θ)3
∥∇u(seiθ)∥6

L2 , (269)

∣(P(qRq),Au)L2 ∣ ≤
cos θ

8
∥Au(seiθ)∥2

L2 +
C

cos θ
∥∇q(seiθ)∥4

L2 , (270)

and
∣(f,Au)L2 ∣ ≤

cos θ

8
∥Au(seiθ)∥2

L2 +
C

cos θ
∥f∥2

L2 (271)

using the Hölder, Gagliardo-Nirenberg, and Young inequalities, and continuous Sobolev embeddings. Com-
bining (266)–(271), we obtain the differential inequality

d

ds
[∥∇q(seiθ)∥2

L2 + ∥A
1
2u(seiθ)∥2

L2] ≤
C

(cos θ)
4−α
α

∥∇u(seiθ)∥2
L2∥∇q(se

iθ
)∥

4
α

L2

+
C

(cos θ)3
∥∇u(seiθ)∥6

L2 +
C

cos θ
∥∇q(seiθ)∥4

L2 +
C

cos θ
∥f∥2

L2 , (272)

from which we conclude that

∥∇q(seiθ)∥2
L2 + ∥A

1
2u(seiθ)∥2

L2 ≤ 2 [∥∇q0∥
2
L2 + ∥∇u0∥

2
L2 + 1] (273)

provided that

s
⎛

⎝

C

cos θ
∥f∥2

L2 +
C

cos θ
+

C

(cos θ)3
+

C

(cos θ)
4−α
α

⎞

⎠
≤ Γ0 (274)

Here C is a positive universal constant, and Γ0 is a positive constant depending only on ∥ω0∥V . Therefore
(q, u) is locally time analytic on the region R consisting of complex times t = seiθ obeying (274). Due to
the uniform-in-time boundedness of (q, u) in the norm of V , the time analyticity becomes global.

Step 2. Backward uniqueness. Since S(T )w0
1 = S(T )w0

2, then S(t)w0
1 = S(t)w0

2 for all times t ≥ T
due to the uniqueness of solutions in V . From the time analyticity property derived in Step 1, we conclude
that S(T )w0

1 and S(T )w0
2 coincides for all positive times. Consequently w0

1 = w0
2, ending the proof of

Proposition 11.

6.4. Decay of Volume Elements. Let φ be a smooth function defined on open set Ω ⊂ RN , N ≥ 1, and
taking values in V . Let Σt = S(t)φ(Ω). The volume element in Σt is given by

∣
∂

∂α1
(S(t)φ(α)) ∧ ⋅ ⋅ ⋅ ∧

∂

∂αN
(S(t)φ(α))∣dα1 . . . dαN ,

where dα1 . . . dαN is the volume element in RN . The functions

ωi =
∂

∂αi
S(t)φ(α), i = 1, . . . ,N (275)

solve the linearized system
∂t(q, u) +A(q, u) +L(ω̄)(q, u) = 0 (276)

along (q̄(t), ū(t)) ∶= ω̄(t) = S(t)φ(α), where

A(q, u) = (Λαq,Au) (277)

and
L(ω̄)(q, u) = (ū ⋅ ∇q + u ⋅ ∇q̄,B(u, ū) +B(ū, u) + P(qRq̄ + q̄Rq)) . (278)

We address the time evolution of the volume element of the N -dimensional surface φ(Ω) transported by
S(t). For that purpose, we consider the norm

VN(t) = ∥ω1(t) ∧ ⋅ ⋅ ⋅ ∧ ωN(t)∥ΛNH (279)

where ω1, . . . , ωN solves (276) along some ω̄(t) = S(t)ω̄0, and ΛNH is theN -th exterior product ofH with
the following scalar product

(ω1 ∧ ⋅ ⋅ ⋅ ∧ ωN ; y1 ∧ ⋅ ⋅ ⋅ ∧ yN)ΛNH = det(wi, yj)H.
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Proposition 12. There exists a positive time t0 depending only on ∥ω̄0∥V , a positive integer N0 depending
only on ∥f∥L2 , and a positive constant c depending on α, such that the following decaying estimate

VN(t) ≤ VN(0)e−cN
1+α2 t (280)

holds for all t ≥ t0 and N ≥ N0.

Proof of Proposition 12. We have

∂t(ω1 ∧ ⋅ ⋅ ⋅ ∧ ωN) + (A +L(ω̄))N(ω1 ∧ ⋅ ⋅ ⋅ ∧ ωN) = 0, (281)

where
(A +L(ω̄))N = (A +L(ω̄)) ∧ I ∧ ⋅ ⋅ ⋅ ∧ I + ⋅ ⋅ ⋅ + I ∧ ⋅ ⋅ ⋅ ∧ I ∧ (A +L(ω̄)), (282)

I being the identity operator. Consequently, we obtain the evolution equation
d

dt
VN +Trace((A +L(ω̄))QN)VN = 0 (283)

where QN is the orthogonal projection inH onto the space spanned by ω1, . . . , ωN . By Gronwall’s inequal-
ity, we obtain

VN(t) ≤ VN(0) exp{−∫

t

0
Trace((A +L(ω̄))QN)ds} . (284)

For each time t > 0, we let φi = (ri, vi), i = 1, . . . ,N , be an orthonormal family of functions in H spanning
the linear span of ω1, . . . , ωN . Then, we have

Trace((A +L(ω̄))QN) =
N

∑
i=1

(Aφi, φi)L2 +
N

∑
i=1

(L(ω̄)φi, φi)L2 . (285)

In view of Lemma 2, we obtain the lower estimate
N

∑
i=1

(Aφi, φi)L2 =
N

∑
i=1

[(Λαri, ri)L2 + (Avi, vi)L2] ≥ µ1 + ⋅ ⋅ ⋅ + µN ≥ CN1+α
2 (286)

where µ1, . . . , µN are the first N eigenvalues of A. Now we show that

∣Trace(L(ω̄)QN)∣ ≤ C (∥ω̄∥2
V + ∥ω̄∥

4
α
V + 1)N +

1

2
Trace(AQN). (287)

Indeed, the trace of L(ω̄)QN can be estimated as follows,

∣Trace(L(ω̄)QN)∣ = ∣
N

∑
i=1

(L(ω̄)φi, φi)L2∣

≤
N

∑
i=1

∣(ū ⋅ ∇ri + vi ⋅ ∇q̄, ri)L2 ∣ +
N

∑
i=1

∣(B(vi, ū) +B(ū, vi) + P(riRq̄ + q̄Rri), vi)L2 ∣

≤ C
N

∑
i=1

[∥vi∥
L

4
α
∥∇q̄∥L2∥ri∥

L
4

2−α + ∥vi∥L4∥∇ū∥L2∥vi∥L4 + ∥ri∥L2∥q̄∥L4∥vi∥L4] . (288)

Here the boundedness of the Riesz transform onLp spaces is exploited. In view of the continuous embedding
of D(Λ

α
2 ) into L

4
2−α and the Gagliardo-Nirenberg interpolation inequalities, we bound

∥vi∥
L

4
α
∥∇q̄∥L2∥ri∥

L
4

2−α ≤ C∥vi∥
α
2

L2∥∇vi∥
2−α

2

L2 ∥∇q̄∥L2∥Λ
α
2 ri∥L2

≤
1

4
[∥Λ

α
2 ri∥

2
L2 + ∥A

1
2 vi∥

2
L2] +C∥∇q̄∥

4
α

L2∥vi∥
2
L2 . (289)

Applications of Ladyzhenskaya’s interpolation inequality and Young’s inequality give

∥vi∥L4∥∇ū∥L2∥vi∥L4 + ∥ri∥L2∥q̄∥L4∥vi∥L4

≤
1

4
∥A

1
2 vi∥

2
L2 +C (∥∇ū∥2

L2 + ∥q̄∥2
L4 + 1) (∥vi∥

2
L2 + ∥ri∥

2
L2) . (290)



32

Putting (288)–(290) together, and using the normalization ∥φi∥
2
L2 = ∥ri∥

2
L2 + ∥vi∥

2
L2 = 1, we obtain the

desired estimate (287), from which we infer that

∫

t

0
Trace((A +L(ω̄))QN)(s)ds ≥

1

2
∫

t

0
Trace(AQN)ds −CN ∫

t

0
(∥ω̄∥2

V + ∥ω̄∥
4
α
V + 1)ds

≥ CNt(N
α
2 −

1

t
∫

t

0
(∥ω̄∥2

V + ∥ω̄∥
4
α
V + 1)ds) . (291)

We apply Proposition 8 and obtain the existence of a time t0 depending only on ∥ω̄0∥V and a radius ρf
depending only on ∥f∥L2 such that

∥ω̄∥2
V + ∥ω̄∥

4
α
V + 1 ≤ ρf (292)

for all t ≥ t0. Consequently, it holds that

∫

t

0
Trace((A +L(ω̄))QN)(s)ds ≥ CN1+α

2 t (293)

for all t ≥ t0, provided that N
α
2 ≥ 2ρf . Putting (284) and (293) together, we obtain (280), completing the

proof of Proposition 12.

6.5. Existence of a Finite Dimensional Global Attractor. As a consequence of the connectedness and
compactness of the absorbing ball Bρ in H, the continuity and injectivity of the solution map S(t), and
the exponential time decay of volume elements, we conclude that the model (193) has a finite-dimensional
global attractor. We refer the reader to [7, Chapter 14] for a detailed proof of the analogous result for the
two-dimensional forced Navier-Stokes equations.

Remark 8. We note that Propositions 8, 10, 11, and 12 hold in the presence of a time independent potential
Φ. In this latter case, the radius of the absorbing ball depends on the size of the body forces f in the fluid
and the potential Φ. This gives Theorem 3.

7. REGULARITY OF THE GLOBAL ATTRACTOR FOR α = 1: PROOF OF THEOREM 4

In this section, we address the forced electroconvection system (193), where α is taken to be 1. We
prove the existence of an absorbing ball, compact in the strong norm of V , based on fractional commutator
estimates.

7.1. Commutator Estimates. For 0 ≤ γ ≤ 1, we denote by C0,γ(Ω̄) the Hölder space with norm

∥q̃∥C0,γ = ∥q̃∥L∞ + [q̃]C0,γ (294)

where

[q̃]C0,γ = sup
x≠y

∣q̃(x) − q̃(y)∣

∣x − y∣γ
. (295)

Proposition 13. Let s ∈ (0,1), γ ∈ [0,1], and s < γ. Suppose ũ ∈ C0,γ . The operator [Λs, ũ] can be
uniquely extended from C∞

0 (Ω) to L2(Ω) such that

∥[Λs, ũ]q̃∥L2 ≤ C[ũ]C0,γ∥q̃∥L2 (296)

holds for any q̃ ∈ L2.

Proof. The estimate (296) is a particular case of Theorem 2.6 in [11].

Proposition 14. Let s ∈ (0,2) and p ∈ (2,∞]. Let q̃ ∈ C∞
0 (Ω). Then the estimate

∣[∇∇,Λs]q̃(x)∣ ≤ C (∥q̃∥W 1,pd(x)
−s−1− 2

p + ∣q̃(x)∣d(x)−s−2
) (297)

holds for all x ∈ Ω.
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Proof. Using the integral representation formula (52) and integrating by parts, we have

∣[∇∇,Λs]q̃(x)∣ = cs ∣∫
∞

0
t−1− s

2 ∫
Ω
(∇x∇x −∇y∇y)HD(x, y, t)q̃(y)dydt∣ , (298)

which can be bounded as

∣[∇∇,Λs]q̃(x)∣ ≤ cs ∣∫
∞

0
t−1− s

2 ∫
Ω
(∇x∇x +∇x∇y)HD(x, y, t)q̃(y)dydt∣

+ cs ∣∫
∞

0
t−1− s

2 ∫
Ω
(∇y∇x +∇y∇y)HD(x, y, t)q̃(y)dydt∣ (299)

via a direct application of the triangle inequality. Subtracting and adding q̃(x), the latter inequality yields

∣[∇∇,Λs]q̃(x)∣ ≤ C ∫
∞

0
t−1− s

2 ∫
Ω
∣∇x(∇x +∇y)HD(x, y, t)∣∣q̃(y) − q̃(x)∣dydt

+C ∣q̃(x)∣ ∫
∞

0
t−1− s

2 ∫
Ω
∣∇x(∇x +∇y)HD(x, y, t)∣dydt

+C ∫
∞

0
t−1− s

2 ∫
Ω
∣∇y(∇x +∇y)HD(x, y, t)∣∣q̃(y) − q̃(x)∣dydt

+C ∣q̃(x)∣ ∫
∞

0
t−1− s

2 ∫
Ω
∣∇y(∇x +∇y)HD(x, y, t)∣dydt. (300)

In view of the heat kernel estimate (59), we bound

∫

∞

0
t−1− s

2 ∫
Ω
∣∇x(∇x +∇y)HD(x, y, t)∣∣q̃(y) − q̃(x)∣dydt

≤ C[q]
C

0,1− 2
p ∫

∞

0
t−1− s

2 ∫
Ω
∣x − y∣

1− 2
p ∣∇x(∇x +∇y)HD(x, y, t)∣dydt

≤ C[q]
C

0,1− 2
p
d(x)

−s−1− 2
p (301)

and

∫

∞

0
t−1− s

2 ∫
Ω
∣∇x(∇x +∇y)HD(x, y, t)∣dydt ≤ Cd(x)−s−2. (302)

By making use of the heat kernel estimate (60), we estimate

∫

∞

0
t−1− s

2 ∫
Ω
∣∇x(∇x +∇y)HD(x, y, t)∣∣q̃(y) − q̃(x)∣dydt ≤ C[q]

C
0,1− 2

p
d(x)

−s−1− 2
p (303)

and

∫

∞

0
t−1− s

2 ∫
Ω
∣∇y(∇x +∇y)HD(x, y, t)∣dydt ≤ Cd(x)−s−2. (304)

Putting (300)–(304) together and using the two-dimensional continuous embedding of the Sobolev space
W 1,p into the Hölder space C0,1− 2

p (Ω̄), we obtain (297), ending the proof of Proposition 14.

Corollary 1. Let α ∈ (0,1]. Let p ∈ (2,∞) and ε > 0 such that

r ∶= 2 − α − 2αε −
8

p
−

8ε

p
> 0. (305)

Fix ũ ∈ W
1, 4
r

0 ∩W
1, 16
α

0 , and define the numbers p0 = max{p, 8
4−3α

} and r0 = max{4
r ,

16
α
}. The operator

ũ ⋅ [∇∇,Λ
α
2 ] can be uniquely extended from C∞

0 (Ω) to W 1,p0

0 such that the estimate

∥ũ ⋅ [∇∇,Λ
α
2 ]q̃∥

L
4

2+α ≤ C∥ũ∥W 1,r0 ∥q̃∥W 1,p0 (306)

holds for any q̃ ∈W 1,p0

0 .
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Proof. Fix q̃ ∈ C∞
0 (Ω). In view of Proposition 14 with s = α

2 , we have

∣ũ ⋅ [∇∇,Λ
α
2 ]q̃(x)∣ ≤ C∥q̃∥W 1,p ∣ũ(x)∣d(x)

−1−α
2
− 2
p +C ∣ũ(x)∣∣q̃(x)∣d(x)−2−α

2 . (307)

Since ũ ∈W
1, 16
α

0 and q̃ ∈W
1, 8

4−3α
0 , we can apply Hardy’s inequality to control ũ(⋅)d(⋅)−1 and q̃(⋅)d(⋅)−1 as

follows,
∥ũ(⋅)d(⋅)−1

∥
L

16
α
≤ C∥∇ũ∥

L
16
α

(308)

and
∥q̃(⋅)d(⋅)−1

∥
L

8
4−3α

≤ C∥∇q̃∥
L

8
4−3α

. (309)

Using Hölder’s inequality with exponents 8
4−3α , 16

α , and 16
9α and the fact that powers of the distance to the

boundary function d(x)−β are space integrable for β ∈ [0,1), we estimate

∥ũq̃d(⋅)−2−α
2 ∥
L

4
2+α ≤ ∥ũ(⋅)d(⋅)−1

∥
L

16
α
∥q̃(⋅)d(⋅)−1

∥
L

8
4−3α

∥d(⋅)−
α
2 ∥
L

16
9α

≤ C∥∇ũ∥
L

16
α
∥∇q̃∥

L
8

4−3α
. (310)

Another application of Hardy’s inequality yields

∥ũ(⋅)d(⋅)−1
∥
L

4
r
≤ C∥∇ũ∥

L
4
r

(311)

from which we obtain

∥ũd(⋅)
−1−α

2
− 2
p ∥
L

4
2+α ≤ ∥ũ(⋅)d(⋅)−1

∥
L

4
r
∥d(⋅)

−α
2
− 2
p ∥
L

2p
(αp+4)(1+ε)

≤ C∥∇ũ∥
L

4
r

(312)

after a direct application of Hölder’s inequality with exponents 4
r and 2p

(αp+4)(1+ε) . We note that the Hölder

exponent r is chosen in such a way that optimizes the value of p for which ∥d(⋅)
−α

2
− 2
p ∥
L

2p
(αp+4)(1+ε)

< ∞.

Finally, we combine (307), (310) and (312), use the density of C∞
0 (Ω) in W 1,p0

0 , and extend by continuity
to obtain (306) for all q̃ ∈W 1,p0

0 .

Proposition 15. Let s ∈ (0,2), β ∈ [0,1), and p ∈ (2,∞]. Let ũ ∈W
1, 2
β

0 be divergence-free and q̃ ∈ C∞
0 (Ω).

Then it holds that

∣[∇,Λs](ũ ⋅ ∇q̃)(x)∣

≤ C (∥u∥
W

1, 2
β
∥q̃∥W 1,pd(x)

−s−β− 2
p + ∣ũ(x)∣∥q̃∥W 1,pd(x)

−s−1− 2
p + ∣ũ(x)∣∣q̃(x)∣d(x)−s−2

) (313)

for a.e. x ∈ Ω.

Proof. The pointwise integral representation formula of the commutator [∇,Λs](ũ ⋅ ∇q̃) is given by

(∇Λs(ũ ⋅ ∇q̃) −Λs∇(ũ ⋅ ∇q̃))(x) = cs∫
∞

0
t−1− s

2 ∫
Ω
(∇x +∇y)HD(x, y, t)∇y ⋅ (ũ(y)q̃(y))dydt, (314)

which, after integration by parts, reduces to

(∇Λs(ũ ⋅ ∇q̃) −Λs∇(ũ ⋅ ∇q̃))(x) = −cs∫
∞

0
t−1− s

2 ∫
Ω
(∇y(∇x +∇y)HD(x, y, t)) ⋅ ũ(y)q̃(y)dydt. (315)

Subtracting and adding ũ(x) and q̃(x) and using the divergence-free condition obeyed by ũ, we obtain

(∇Λs(ũ ⋅ ∇q̃) −Λs∇(ũ ⋅ ∇q̃))(x)

= −cs∫
∞

0
t−1− s

2 ∫
Ω
(∇y(∇x +∇y)HD(x, y, t)) ⋅ (ũ(y) − ũ(x))(q̃(y) − q̃(x))dydt

− cs∫
∞

0
t−1− s

2 ∫
Ω
(∇y(∇x +∇y)HD(x, y, t)) ⋅ (ũ(x)q̃(y))dydt

+ csũ(x) ⋅ ∫
∞

0
t−1− s

2 ∫
Ω
(∇y(∇x +∇y)HD(x, y, t)) ⋅ (ũ(x)q̃(x))dydt

∶= A1(x) +A2(x) +A3(x). (316)
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In view of the heat kernel estimate (60), we estimate

∣A1(x)∣ ≤ C[ũ]C0,1−β [q̃]
C

0,1− 2
p ∫

∞

0
t−1− s

2 ∫
Ω
∣x − y∣

2−β− 2
p ∣∇y(∇x +∇y)HD(x, y, t)∣dydt

≤ C[ũ]C0,1−β [q̃]
C

0,1− 2
p
d(x)

−s−β− 2
p , (317)

∣A2(x)∣ ≤ C ∣ũ(x)∣[q̃]
C

0,1− 2
p ∫

∞

0
t−1− s

2 ∫
Ω
∣x − y∣

1− 2
p ∣∇y(∇x +∇y)HD(x, y, t)∣dydt

≤ C ∣ũ(x)∣[q̃]
C

0,1− 2
p
d(x)

−s−1− 2
p (318)

and

∣A3(x)∣ ≤ C ∣ũ(x)∣∣q̃(x)∣ ∫
∞

0
t−1− s

2 ∫
Ω
∣∇y(∇x +∇y)HD(x, y, t)∣dydt

≤ C ∣ũ(x)∣∣q̃(x)∣d(x)−s−2. (319)

Putting (316)–(319) together and using the continuous embeddings of W
2
β into C0,1−β and W 1,p into

C
0,1− 2

p , we obtain (313). This finishes the proof of Proposition 15.

Corollary 2. Let α ∈ (0,1]. Let p ∈ (2,∞), ε > 0, and β > 0 such that

r ∶= 2 − α − 2αε −
8

p
−

8ε

p
> 0 (320)

and

β <
1

2
−
α

4
−

2

p
. (321)

Fix ũ ∈W
1, 4
r

0 ∩W
1, 16
α

0 ∩W
1, 2
β

0 , and define the numbers p0 = max{p, 8
4−3α

} and r0 = max{4
r ,

16
α ,

2
β}. The

operator [∇,Λ
α
2 ]ũ ⋅ ∇ can be uniquely extended from C∞

0 (Ω) to W 1,p0

0 such that the estimate

∥[∇,Λ
α
2 ](ũ ⋅ ∇q̃)∥

L
4

2+α ≤ C∥ũ∥W 1,r0 ∥q̃∥W 1,p0 (322)

holds for any q̃ ∈W 1,p0

0 .

Proof. Let q̃ ∈ C∞
0 (Ω). In view of (313) with s = α

2 , we have

∣[∇,Λ
α
2 ](ũ ⋅ ∇q̃)(x)∣

≤ C (∥u∥
W

1, 2
β
∥q̃∥W 1,pd(x)

−α
2
−β− 2

p + ∣ũ(x)∣∥q̃∥W 1,pd(x)
−α

2
−1− 2

p + ∣ũ(x)∣∣q̃(x)∣d(x)−
α
2
−2

) . (323)

We apply the L
4

2+α norm. The second and third terms on the right hand side of (323) are estimated as in
Corollary 1. As for the first term, we use the condition (321) which guarantees that (α2 + β +

2
p) ( 4

2+α) < 1

and infer that this latter power of the distance to the boundary function is integrable. By the density of
C∞

0 (Ω) in W 1,p0

0 and extension by continuity, we obtain (322).

Proposition 16. Let s ∈ (0,2) and p ∈ (2,∞]. Let q̃ ∈ C∞
0 (Ω). Then the estimate

∣[∇,Λs]q̃(x)∣ ≤ C (∥q̃∥W 1,pd(x)
−s− 2

p + ∣q̃(x)∣d(x)−s−1
) (324)

holds for all x ∈ Ω.

Proof. Using the integral representation formula (52) and integrating by parts, we have

∣[∇,Λs]q̃(x)∣ = cs ∣∫
∞

0
t−1− s

2 ∫
Ω
(∇x +∇y)HD(x, y, t)q̃(y)dydt∣ , (325)
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which, after subtracting and adding q̃(x), reduces to

∣[∇,Λs]q̃(x)∣ ≤ C ∫
∞

0
t−1− s

2 ∫
Ω
∣(∇x +∇y)HD(x, y, t)∣∣q̃(y) − q̃(x)∣dydt

+C ∣q̃(x)∣ ∫
∞

0
t−1− s

2 ∫
Ω
∣(∇x +∇y)HD(x, y, t)∣dydt (326)

In view of the heat kernel estimate (58), we bound

∫

∞

0
t−1− s

2 ∫
Ω
∣(∇x +∇y)HD(x, y, t)∣∣q̃(y) − q̃(x)∣dydt

≤ C[q]
C

0,1− 2
p ∫

∞

0
t−1− s

2 ∫
Ω
∣x − y∣

1− 2
p ∣(∇x +∇y)HD(x, y, t)∣dydt

≤ C∥q∥W 1,pd(x)
−s− 2

p (327)

and

∫

∞

0
t−1− s

2 ∫
Ω
∣(∇x +∇y)HD(x, y, t)∣dydt ≤ Cd(x)−s−1. (328)

This gives (324).

Corollary 3. Let α ∈ (0,1]. Let p ∈ (2,∞) and ε > 0 such that

r ∶= 2 − α − 2αε −
8

p
−

8ε

p
> 0. (329)

Fix ũ ∈ W 1, 4
r ∩W 1, 16

α , and define the numbers p0 = max{p, 8
4−3α

} and r0 = max{4
r ,

16
α
}. The operator

∇ũ ⋅ [∇,Λ
α
2 ] can be uniquely extended from C∞

0 (Ω) to W 1,p0

0 such that the estimate

∥∇ũ ⋅ [∇,Λ
α
2 ]q̃∥

L
4

2+α ≤ C∥ũ∥W 1,r0 ∥q̃∥W 1,p0 (330)

holds for any q̃ ∈W 1,p0

0 .

Proof. Let q̃ ∈ C∞
0 (Ω). We apply (324) with s = α

2 and obtain

∣[∇,Λ
α
2 ]q̃(x)∣ ≤ C (∥q̃∥W 1,pd(x)

−α
2
− 2
p + ∣q̃(x)∣d(x)−1−α

2 ) . (331)

By Hölder and and Hardy inequalities, we have

∥∇ũ ⋅ [∇,Λ
α
2 ]q̃∥

L
4

2+α ≤ C∥∇ũ∥
L

4
r
∥q̃∥W 1,p∥d(x)

−α
2
− 2
p ∥
L

2p
(αp+4)(1+ε)

+ ∥∇ũ∥
L

16
α
∥q̃(⋅)d(⋅)−1

∥
L

8
4−3α

∥d(⋅)−
α
2 ∥
L

16
9α

≤ C∥ũ∥W 1,r0 ∥q̃∥W 1,p0 . (332)

This completes the proof of Corollary 3.

7.2. Smoothness of the Global Attractor. In this subsection, we address the regularity of the global at-
tractor.

Proposition 17. Suppose α = 1 and f ∈ D(A
1
2 ). Then there exists a radius ρ̃ > 0 depending only on f and

some universal constants such that for each ω0 = (q0, u0) ∈ V , there exists a time T̃0 depending only on
∥∇q0∥L2 and ∥∇u0∥L2 and universal constants such that

S(t)ω0 ∈ Bρ̃ ∶= {(q, u) ∈ V ∶ ∥Λ
3
2 q∥L2 + ∥∆u∥L2 ≤ ρ̃} (333)

for all t ≥ T̃0.
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Proof. There exists a radius R > 0 depending only on the body forces f , such that for any ω0 ∈ V , there is a
positive time t0 depending only on the V-norm of ω0 = (q0, u0) such that the solution (q, u) of (193), with
initial datum ω0, obeys

∥q(t)∥L∞ + ∥∇q(t)∥L2 + ∥∆u(t)∥L2 + ∫

t+1

t
∥∇∆u(s)∥2

L2ds ≤ R (334)

at any time t ≥ t0, a fact that follows from the proof of Proposition 8. Moreover, there exists a positive time
t1 ≥ t0 depending only on ∥ω0∥V such that for q(t1) ∈ D(Λ

3
2 ) with a size dependency only on the forces

f , and such that q ∈ L∞(t1, T ;D(Λ
3
2 ) ∩ L2(t1, T ;D(Λ2)) for any T ≥ t1. We seek bounds for the charge

density in those latter Lebesgue spaces, independent of the initial datum but depending only on the size of
the body forces.

The L2 norm of Λ
3
2 q evolves according to the energy equality

1

2

d

dt
∥Λ

3
2 q∥2

L2 + ∥∆q∥2
L2 = −∫

Ω
∇Λ

1
2 (u ⋅ ∇q) ⋅ ∇Λ

1
2 qdx, (335)

which is equivalent to
1

2

d

dt
∥Λ

3
2 q∥2

L2 + ∥∆q∥2
L2 = −∫

Ω
[∇Λ

1
2 (u ⋅ ∇q) −Λ

1
2∇(u ⋅ ∇q)] ⋅ ∇Λ

1
2 qdx

− ∫
Ω

Λ
1
2∇(u ⋅ ∇q) ⋅ ∇Λ

1
2 qdx. (336)

We set
A ∶= ∫

Ω
[∇Λ

1
2 (u ⋅ ∇q) −Λ

1
2∇(u ⋅ ∇q)] ⋅ ∇Λ

1
2 qdx (337)

and
B ∶= ∫

Ω
Λ

1
2∇(u ⋅ ∇q) ⋅ ∇Λ

1
2 qdx. (338)

We decompose B into a sum of five spatial integrals B1,B2 ,B3, B4, and B5, where

B1 = ∫
Ω
(Λ

1
2 (u ⋅ ∇∇q) − u ⋅Λ

1
2∇∇q) ⋅ ∇Λ

1
2 qdx, (339)

B2 = ∫
Ω
u ⋅ (Λ

1
2∇∇q −∇∇Λ

1
2 q) ⋅ ∇Λ

1
2 qdx, (340)

B3 = ∫
Ω
(Λ

1
2 (∇u ⋅ ∇q) − ∇u ⋅Λ

1
2∇q) ⋅ ∇Λ

1
2 qdx, (341)

B4 = ∫
Ω
(∇u ⋅Λ

1
2∇q −∇u ⋅ ∇Λ

1
2 q) ⋅ ∇Λ

1
2 qdx, (342)

and
B5 = ∫

Ω
(∇u ⋅ ∇Λ

1
2 q) ⋅ ∇Λ

1
2 qdx. (343)

In view of Corollary 2 with α = 1 and p = 9, the embedding of D(Λ
1
2 ) in L4, and Lp interpolation inequali-

ties, we have

∣A∣ ≤ ∥[∇,Λ
1
2 ](u ⋅ ∇q)∥

L
4
3
∥Λ

3
2 q∥L4 ≤ C∥∆u∥L2∥∇q∥L9∥∆q∥L2

≤ C∥∆u∥L2∥∇q∥
1
8

L2∥∇q∥
7
8

L18∥∆q∥L2 ≤ C∥∆u∥L2∥∇q∥
1
8

L2∥∆q∥
1+ 7

8

L2

≤
1

8
∥∆q∥2

L2 +C∥∆u∥16
L2∥∇q∥

2
L2 . (344)

We note that the very regular dissipation ∥∆q∥L2 is exploited for the sake of interpolation. We estimate
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by appealing to Proposition 13 with s = 1
2 . By making use of Corollary 1 with α = 1 and p = 9, we bound
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Another application of Proposition 13 yields

∣B3∣ ≤ ∥[Λ
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after making use of standard Sobolev embedding. By Corollary 3 with α = 1 and p = 9, we have
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Finally, we estimate
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via a direct application of Hölder’s inequality. Putting (336)–(349) together, we conclude that

d
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3
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In view of (334), the property (333) holds, ending the proof of Proposition 17.
Now we address the smoothness of the attractor X̃:

Proposition 18. Let ω0 ∈ V and f ∈ D(A
k+1
2 ). Suppose there exists a time t0k > 0 depending on ∥ω0∥V , and

a radius Rk > 0 depending only on ∥f∥Hk such that the estimate
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L2ds ≤ Rk (351)

holds for all t ≥ t0k. Moreover, suppose there is a time tk ≥ t0k such that the L2 norm of Λk+
1
2 q(tk) is bounded

by some constant depending only on ∥f∥Hk and ∥ω0∥V . Then there exists a time t̃0k+1 > 0 depending on
∥ω0∥V , and a radius R̃k+1 > 0 depending only on ∥f∥Hk+1 such that the estimate
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holds for all t ≥ t̃0k. Moreover, there is a time tk+1 ≥ t̃
0
k such that the L2 norm of Λk+

3
2 q(tk+1) is bounded by

some constant depending only on ∥f∥Hk+1 and ∥ω0∥V .

Proof. The L2 norm of Λk+
1
2 q evolves according to the energy equality

1

2

d
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1
2 qdx. (353)

We let
N ∶= ∫

Ω
Λk+

1
2 (u ⋅ ∇q)Λk+

1
2 qdx (354)

and we distinguish three different cases: k = 1, k ≥ 2 even, and k ≥ 3 odd.
If k = 1, the equality (353) reduces to

d
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as shown in (350).
Now we fix an even integer k ≥ 2 and decompose the nonlinear term N as a sum

N = N1 +N2, (356)
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where
N1 = ∫
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1
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1
2 qdx (357)

and
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We estimate the term N1
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by appealing to Proposition 6. Due to the incompressibility of the fluid, we can decompose N2 as the sum

N2 = N2,1 +N2,2 (360)

where
N2,1 = ∫

Ω
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1
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and
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In view of the commutator estimate [12, Theorem (2.2)], the following pointwise commutator estimate
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holds for any q̃ ∈ C∞
0 (Ω), thus the operator u ⋅ [∇,Λ
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0 to L9 such that the estimate
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holds for any q̃ ∈ L9 due to Hardy’s inequality. As a consequence, the term N2,2 can be bounded as follows,

∣N2,2∣ ≤ C∥u ⋅ [Λ
1
2 ,∇]Λkq∥

L
4
3
∥Λk+

1
2 q∥L4 ≤ C∥∆u∥L2∥Λkq∥L9∥Λk+1q∥L2

≤ C∥∆u∥L2∥Λkq∥
1
8

L2∥Λ
kq∥

7
8

L18∥Λ
k+1q∥L2 ≤ C∥∆u∥L2∥Λkq∥

1
8

L2∥Λ
k+1q∥

15
8

L2

≤
1

16
∥Λk+1q∥2

L2 +C∥∆u∥16
L2∥Λ

kq∥2
L2 . (365)

We estimate N2,1
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by making use of Proposition 13. Therefore, the energy equality (353) yields

d
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As for the last case, we fix an odd integer k ≥ 3, rewrite N as

N = ∫
Ω
∇Λ

1
2 Λk−1

(u ⋅ ∇q) ⋅ ∇Λk−
1
2 qdx, (368)

and decompose it into the sum of two terms

N = Ñ1 + Ñ2 (369)



40

where
Ñ1 = ∫

Ω
∇Λ

1
2 [Λk−1
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1
2 qdx, (370)

and
Ñ2 = ∫
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∇Λ

1
2 (u ⋅ ∇Λk−1q) ⋅ ∇Λk−

1
2 qdx. (371)

The term Ñ2 has the same structure as the nonlinear term on the right-hand side of (335) with q replaced by
Λk−1q, thus it bounds as
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As for the term Ñ1, we can rewrite it as

Ñ1 = ∫
Ω
∇[Λk−1

(u ⋅ ∇q) − u ⋅ ∇Λk−1q] ⋅ ∇Λkqdx (373)

after integrating by parts several times, and then we decompose it as a sum

Ñ1 = Ñ1,1 + Ñ1,2 (374)

where
Ñ1,1 = ∫
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and
Ñ1,2 = ∫

Ω
[u ⋅ ∇Λk−1
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The decomposition above uses the fact that ∇ and Λk−1 commutes when k is odd. By expanding ∇(u ⋅

∇Λk−1q), the term Ñ1,2 reduces to

Ñ1,2 = −∫
Ω
[∇u ⋅ ∇Λk−1q] ⋅ ∇Λkqdx (377)

and is bounded by
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In view of the commutator estimate (161), we estimate
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where the last bound follows from interpolation and Young’s inequality. Therefore, the energy inequality
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holds when k ≥ 3 is odd. In all three cases, and due to the assumption (351) and the Gronwall Lemma 3, we
obtain a time Tk,1 ≥ t0k depending on the size of the initial datum in V , and a radius ρk,1 > 0 depending only
on f such that the estimate

∥Λk+
1
2 q(t)∥L2 + ∫
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t
∥Λk+1q(s)∥2

L2ds ≤ ρk,1 (381)

holds for all t ≥ Tk,1. From (381), we infer the existence of a time Tk,2 ≥ Tk,1 such that the L2 norm of
Λk+1q(Tk,2) is bounded by some constant depending only on ∥f∥Hk and ∥ω0∥V .

The L2 norm of Λk+1q obeys
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as shown in (190). By using the assumption (351) and applying the uniform Gronwall Lemma 3, we obtain
a time Tk,3 ≥ Tk,2 depending only on f and ∥ω0∥V , and a radius ρk,2 > 0 depending only on f such that the
estimate

∥Λk+1q(t)∥L2 + ∫
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holds for all t ≥ Tk,3. As for the L2 norm of A
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+1u, we have

d

dt
∥A

k
2
+1u∥2

L2 + ∥A
k
2
+ 3

2u∥2
L2 ≤ C∥Λk+1q∥4

L2 +C∥A
k
2
+1u∥4

L2 +C∥A
k
2 f∥2

L2 (384)

as shown in (182). A use of (351) and (383) shows that the assumptions of the Gronwall Lemma 3 are
satisfied and consequently, we obtain a time Tk,4 ≥ Tk,3 depending only on ∥ω0∥V , and a radius ρk,3 > 0
depending only on f such that

∥A
k
2
+1u(t)∥L2 + ∫
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2 u(s)∥2

L2ds ≤ ρk,3 (385)

holds for all t ≥ Tk,4. Going back to (383), we infer the existence of a time Tk,5 ≥ Tk,4 such that the L2 norm
of Λk+

3
2 q(Tk,5) is bounded uniformly in f and ∥ω0∥V . We have thus completed the proof of Proposition 18.

We end this section by the proof of Theorem 4:
Proof of Theorem 4. The existence of the global attractor X̃ is based on the compactness of the absorbing

ball Bρ̃ in the strong norm of V (Proposition 17), the continuity of the solution map (Proposition 10) and the
injectivity of the solution map (Proposition 11). The finite fractal dimensionality in V is a consequence the
decay of volume elements (Proposition 12) and the Lipschitz continuity property (250). The smoothness of
the attractor follows from Proposition 18.

8. GLOBAL GEVREY REGULARITY IN THE PERIODIC CASE: PROOF OF THEOREM 5

The proof of Theorem 5 is based on the method of [25], adapted for fractional dissipation.
We need the following propositions:

Proposition 19. Let τ ≥ 0 and m > 2. Suppose u ∈ D(eτΛ
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holds.

Proof. Let
u = ∑

j∈Z2∖{0}
uje

ij⋅x, (387)

and
q = ∑

j∈Z2∖{0}
qje

ij⋅x (388)

be the Fourier series expansions of u and q respectively. Denoting eτΛ
α
2 u an eτΛ

α
2 q by u∗ and q∗, we have

u∗ = ∑
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and
q∗ = ∑
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α
2
qj . (390)
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In view of the divergence-free condition ∇ ⋅ u = 0, the L2 cancellation
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holds, hence
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Applying the mean value theorem to the function f(x) = x
m
2 eτx

α
2 , whose derivative is given by f ′(x) =
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for any m ≥ 2, where M ∶= max{∣k∣, ∣l∣} . Consequently, we bound the sum (392) by
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where the last inequality uses the relation j + k + l = 0, that implies the inequality ∣∣k∣ − ∣l∣∣ ≤ ∣j∣. We split
this latter series into the sum S1 + S2 + S3 + S4, where
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and
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In view of Hölder, Young, and Plancherel inequalities, we estimate the sum S1 as follows,
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for any ε > 0. In order to bound the sum S2, we use the relations ∣l∣
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for any ε > 0. In the same manner, we estimate
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for any ε > 0, and
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for any ε > 0. Adding (399)–(402) and choosing m > 2, we infer that
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finishing the proof of Proposition 19.

Proposition 20. Let τ ≥ 0 and m > 2. Suppose u ∈ D(eτΛ
α
2 Λ

m
2
+2) and q ∈ D(eτΛ

α
2 Λ

m
2 ). There exists a

positive constant C depending only on m such that the following estimate
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holds.

Proof. We set u, q, u∗ and q∗ as in (387)–(390). The Fourier series expansion of Rq = ∇Λ−1q is given by

Rq = ∑
j∈Z2∖{0}

i
j

∣j∣
qje

ij⋅x. (405)
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Thus, we have
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for any ε > 0. Therefore, we obtain (404) provided that m > 2.

Proposition 21. Let τ ≥ 0 and m > 2. Suppose u ∈ D(eτΛ
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+2). There exists a positive constant C

depending only on m such that the following estimate
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holds.

Proof. Setting u and u∗ as in (387) and (389) respectively, we estimate
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for any ε > 0, yielding (407).
We end this section by proving Theorem 5:

Proof of Theorem 5. The proof is divided into two main steps:
Step 1. Local Gevrey Regularity. We take the scalar product inD(eτ(t)Λ
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) of the equation (81) obeyed

by the charge density q with Λmq. We obtain the energy equality
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We estimate the nonlinear term by making use of Proposition 19, Young’s inequality, and the boundedness
of τ by 1, yielding
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Since τ ′(t) ≤ 1
4 , we obtain the differential inequality
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Now we take the scalar product in D(eτ(t)Λ
α
2
) of the equation (82) obeyed by the velocity u with Λm+2u.

Due to the divergence-free condition obeyed by u, we have the cancellation
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Hence the L2 norm of eτ(t)Λ
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In view of Propositions 20 and 21 followed by applications of Young’s inequality for products, we obtain
the differential inequality
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We add (411) and (414). Setting

y(t) = ∥eτ(t)Λ
α
2

Λ
m
2 q(t)∥2

L2 + ∥eτ(t)Λ
α
2

Λ
m
2
+1u(t)∥2

L2 , (415)

we have

y′(t) ≤ Cy(t)2 (416)

for all t ≥ 0. where Dividing both sides by y(t)2 and integrating in time from 0 to t, we obtain
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Therefore,
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for all t ∈ [0, T0].
Step 2. Extension of the local analyticity property. For a fixed real number m > 2, we prove that the

charge density q is bounded inL∞(0,∞,H
m
2 (T2)) and the velocity u in bounded inL∞(0,∞,H
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from which we can conclude that the Gevrey regularity (419) propagates from the short time interval (0, T0)

into (0,∞). For that objective, we show that
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We estimate
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and
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by making use of the continuous Sobolev embeddings H
α
2 (T2) ⊂ L

4
2−α (T2), H1(T2) ⊂ L

4
α (T2), and

H1+ε(T2) ⊂ L∞(T2) that hold for any ε > 0, the boundedness of the Riesz transform on Sobolev spaces,
periodic fractional product and commutator estimates [15, Appendix A], and Young’s inequality for prod-
ucts. Putting (421)–(424) together, we obtain the energy inequality
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Since

∫

∞

0
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holds for all t ≥ 0 (see Theorems 1 and 2), we conclude that (q, u) satisfies (420). We have thus finished the
proof of Step 2, completing the proof of Theorem 5.

APPENDIX A. SPECTRAL LEMMA

We present a lemma describing the asymptotic behavior of eigenvalues associated with a vector-valued
operator:

Lemma 2. Let H̃ be a Hilbert space. Suppose A1 and A2 are operators defined on D(A1) ⊂ H̃ and
D(A2) ⊂ H̃ respectively

A1 ∶ D(A1) ⊂ H̃ ↦ H̃, (427)

A2 ∶ D(A2) ⊂ H̃ ↦ H̃, (428)

such that A1 and A2 are strictly positive and injective, with compact inverses, A−1
1 and A−1

2 , in H̃ . Let Ã be
the operator defined on D(A1) × D(A2) by

Ã(a1, a2) = (A1a1,A2a2). (429)

Then Ã,A1 and A2 have unbounded increasing sequences of eigenvalues, {µj}
∞
j=1, {λ1

j}
∞
j=1

and {λ2
j}

∞
j=1

respectively, such that
{µj}

∞
j=1 = {λ1

j}
∞
j=1

∪ {λ2
j}

∞
j=1

. (430)

If λ1
j ≥ c1j

β1 and λ2
j ≥ c1j

β2 for all nonnegative integers j, then

µj ≥
min{c1, c2}

21+min{β1,β2}
jmin{β1,β2} (431)

for all integers j ≥ 0. Consequently, the sum of the first N eigenvalues of Ã obeys

µ1 + ⋅ ⋅ ⋅ + µN ≥ Cβ1,β2 min{c1, c2}N
1+min{β1,β2} (432)

for some positive constants Cβ1,β2 depending only β1 and β2.
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Proof. The operators A−1
1 and A−1

2 are self-adjoint, injective, and compact, with ranges D(A1) and D(A2)

respectively. By the spectral theory for Hilbert spaces, there are orthonormal bases of H̃ , {ξ1
j }

∞
j=1

and

{ξ2
j }

∞
j=1

, consisting of eigenfunctions of the operators A1 and A2 respectively, such that

A1ξ
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j = λ

1
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1
j , (433)

A2ξ
2
j = λ

2
jξ

2
j , (434)

with 0 < λ1
1 ≤ λ1

2 ≤ ⋅ ⋅ ⋅ ≤ λ1
j ≤ λ1

j+1 ≤ ⋅ ⋅ ⋅ → ∞ and 0 < λ2
1 ≤ λ2

2 ≤ ⋅ ⋅ ⋅ ≤ λ2
j ≤ λ2

j+1 ≤ ⋅ ⋅ ⋅ → ∞. The
operator Ã−1 is also self-adjoint, injective, and compact in H̃ ×H̃ , so there is an orthonormal basis of H̃ ×H̃
consisting of eigenvectors {ξj}

∞
j=1 of Ã, such that

Ãξj = µjξj , (435)

with 0 < µ1 ≤ µ2 ≤ ⋅ ⋅ ⋅ ≤ µj ≤ µj+1 ≤ ⋅ ⋅ ⋅ → ∞. The eigenvalues of Ã are precisely the collection of
eigenvalues of A1 and A2, counted with multiplicity. For N ≥ 1, we have

{µi ∶ i = 1, . . . ,N} = {λ1
i ∶ i = 1, . . . , j} ∪ {λ2

i ∶ i = 1, . . . , k} (436)

for some nonnegative integers j and k obeyingN = j+k. If µN = λ1
j , then µN ≥ c1j

β1 and µN ≥ λ2
k ≥ c2k

β2 .
If µN = λ2

k, then µN ≥ c2k
β2 and µN ≥ λ1
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β1 . Thus, we infer that
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(j + k)min{β1,β2} =

min{c1, c2}

21+min{β1,β2}
Nmin{β1,β2}. (437)

As a consequence of these latter lower bounds, we obtain (432). This ends the proof of Lemma 2.

APPENDIX B. UNIFORM GRONWALL LEMMA

We present a Gronwall Lemma that will be used to study the time asymptotic behavior of solutions.

Lemma 3. Let y(t) be a nonnegative function of time t that solves the differential inequality

d

dt
y + cy ≤ C1 +C2F1 +C3F2y

n, (438)

where c > 0 is a positive real number, C1,C2 and C3 are nonnegative real numbers, n is a nonnegative
integer, and F1 and F2 are nonegative functions of time t. Suppose there exist a time t0 and a positive
number R such that y(t0) < ∞ and, for any t ≥ t0, it holds that

∫

t+1

t
F1(s)ds ≤ R (439)

if C3 = 0, and

∫

t+1

t
[F1(s) + F2(s)y

n−1
(s) + y(s)]ds ≤ R (440)

if C3 ≠ 0 and n ≥ 1. Then
y(t) ≤ (c−1C1 + 2C2R + 2R) e2C3R (441)

for all times t ≥ t0 + 1.

Proof. We distinguish two cases: C3 ≠ 0, n ≥ 1 and C3 = 0. In the first case, we fix two times s and t such
that t0 ≤ s ≤ t. We multiply both sides of the inequality (438) by ect−C3 ∫ ts F2y

n−1(τ)dτ and integrate in time
from s to t. We obtain the bound

y(t) ≤ (y(s) +
C1

c
+C2∫

t

s
F1(τ)dτ) exp{C3∫

t

s
F2(τ)y

n−1
(τ)dτ} . (442)
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In view of (440), we have

∫

t0+k+1

t0+k
y(τ)dτ ≤ R (443)

for any nonnegative integer k ≥ 0. Thus, for each integer k ≥ 0, there exists a time t̃k ∈ [t0 + k, t0 + k + 1]
such that

y(t̃k) ≤ 2R. (444)
We note that the distance between two consecutive times t̃k and t̃k+1 does not exceed two. By making use
of (440), we infer that

y(t) ≤ (y(t̃k) +
C1

c
+C2∫

t̃k+1

t̃k
F1(τ)dτ) exp{C3∫

t̃k+1

t̃k
F2(τ)y

n−1
(τ)dτ}

≤ (2R +
C1

c
+ 2C2R) e2C3R (445)

for any t ∈ [t̃k, t̃k+1]. Therefore, (445) holds on the time interval [t̃0,∞), yielding the desired bound (441).
In the case where C3 vanishes, the estimate (441) holds as a consequence of [1, Lemma 1].
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[18] P. Constantin, J. Wu, Regularity of Hölder continuous solutions of the supercritical quasi-geostrophic equation, Ann. Inst. H.
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