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ABSTRACT. We consider the inhomogeneous heat equation on the half-space Rd
+ with Neumann boundary

conditions. We prove a space-time Gevrey regularity of the solution, with a radius of analyticity uniform up
to the boundary of the half-space. We also address the case of homogeneous Robin boundary conditions. Our
results generalize the case of homogeneous Dirichlet boundary conditions established by Kukavica and Vicol
in [10].

1. INTRODUCTION

We consider the heat equation
∂tq −∆q = f (1)

on the upper-half space

Ω = Rd
+
= {(x = (x1, ..., xd) ∈ Rd ∶ xd > 0} , d ≥ 2 (2)

with the initial condition
q(x,0) = q0(x), (3)

and homogeneous Neumann boundary conditions

∇q∣∂Ω ⋅ n = 0. (4)

Here n is the outward unit normal vector of ∂Ω. Since n = (0, ...,0,−1), the condition (4) reduces to

∂dq = 0 (5)

on ∂Ω, where ∂d stands for the normal derivative of q. The forcing term f in (1) is a function of both space
and time.

Several approaches were developed over the years to study the analyticity of nonlinear parabolic equa-
tions on domains with boundaries ([8, 9]) based on successive applications of the L2 norms of derivatives,
and without boundaries based on Fourier series techniques ([2, 5, 6, 11] and references therein), a mild
formulation of the complexified problem ([1], [7]), etc. Recently, Kukavica and Vicol established in [10] a
derivative reduction proof, based on classical energy inequalities, to study the analyticity up to the boundary
of the d-dimensional inhomogeneous heat equation on the half-space with homogeneous Dirichlet Boundary
conditions.

In this paper, we seek a simple energy-type argument to prove the instantaneous space-time analyticity of
solutions to the initial boundary value problem (1)–(4). The Neumann type of boundary conditions imposed
on the solution q is a source of technical difficulty, breaking down the derivative reduction approach of [10].
More precisely, the argument in [10] uses the elliptic regularity estimate ∥u∥H2 ≤ C∥g∥L2 that holds for any
u solving the Poisson equation ∆u = g on the upper half-space with vanishing boundary conditions. In the
case of Neumann boundary conditions, the H2 regularity of solutions does not have that simplified form but
is rather described by the bound

∥u∥H2(Ω)
≤ C (∥g∥L2(Ω)

+ ∥∂̄u∥H1(Ω)
) . (6)
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This latter dependency on theH1 regularity of the tangential derivatives is a constraint on deriving derivative
reduction estimates analogous to [10]. We present a proof that relies on the structure of the heat equation
(1) and uses tangential interpolation inequalities rather than elliptic estimates.

For that purpose, we consider a regularity exponent r ≥ 2, a time T > 0, and strictly positive small
quantities 0 < ε̃, ε̄, ε ≤ 1, and we define the Gevrey type norm

ψ(q) = ∑
i+j+k≥r

∑
∣α∣=k

(i + j + k)r
(i + j + k)! ε

iε̃j ε̄k∥ti+j+k−r∂it∂
j
d∂̄

αq∥L2
t,x([0,T ]×Ω)

+ ∑
i+j+k<r

∑
∣α∣=k

∥∂it∂
j
d∂̄

αq∥L2
t,x([0,T ]×Ω)

(7)

where ∣α∣ is the sum of the components of the (d−1)-dimensional vector α = (α1, . . . , αd−1), and ∂̄α stands
for the tangential derivative ∂α1

1 ∂α2
2 . . . ∂αd−1

d−1 . All indices over which the sums are taken are assumed to be
nonnegative integers.

The second sum on the right-hand side of (7) is the Hr−1([0, T ] × Ω)) Sobolev norm of the solution
q to (1)–(4), which itself is controlled by the sum of the H2(r−1)(Ω) Sobolev norm of the initial data q0

and the H2(r−2)([0, T ] ×Ω) Sobolev norm of the forcing term f , provided that q0 obeys the compatibility
conditions (see e.g. [4]).

We seek good control of the infinite sum in (7) via a modification of the derivative reduction approach of
[10]. The following theorem states our main result:

Theorem 1. Let T > 0 and r ≥ 2. Then there exists ε, ε̃ ∈ (0,1], which depend only on T , r, and d, such
that for any q0 ∈H2r(Ω) satisfying the compatibility conditions, and f sufficiently smooth, the solution q of
(1)–(4) satisfies the estimate

ψ ≲ ∥q0∥H2r(Ω)
+ ∥f∥H2r−2([0,T ]×Ω)

+ ∑
i+k≥r−2

∑
∣α∣=k

(i + k + 2)rεiε̃k+2

(i + k + 2)! ∥ti+k+2−r∂it ∂̄
αf∥L2

t,x([0,T ]×Ω)

+ ∑
i≥r

(i + 1)rεi+1

(i + 1)! ∥ti+1−r∂itf∥L2
t,x([0,T ]×Ω)

+ ∑
i≥r−1

(i + 1)r−1εi+1

(i + 1)! ∥ti+2−r∂it∂df∥L2
t,x([0,T ]×Ω)

+ ∑
i+j+k≥1+(r−3)+

∑
∣α∣=k

(i + j + k + 1)r−1εiε̃j+k+1

(i + j + k + 1)! ∥ti+j+k+2−r∂it∂
j
d∂̄

αf∥L2
t,x([0,T ]×Ω)

.

(8)

Here the notation A ≲ B means that A ≤ Cr,dB for some positive constant Cr,d depending only on r, the
dimension d, and some universal constants.

The idea of the proof is based on a decomposition of the norm (7) into two main sums, one involv-
ing normal derivatives and one depending only on tangential and time derivatives. The terms with normal
derivatives are controlled via the reduction technique of [10] in view of the fact that ∂dq solves an inhomo-
geneous heat equation with homogeneous Dirichlet boundary conditions. As for the sum which does not
depend on the normal derivatives of solutions, we decompose it into three sub-sums, S1, S2, and S3, where
S1 includes all terms with at least two tangential derivatives, S2 depends on exactly one tangential deriva-
tive, and S3 is the sum of the remaining time derivative terms. The estimation of S1 uses the structure of the
diffusion driven by ∆q, which, by making use of the heat equation (1), allows us to reduce the number of
tangential derivatives by increasing the number of normal derivatives. As for the sum S2, we interpolate in
the tangential variable to have an additional tangential derivative and hence have good control of S2 by S1.
Finally, we estimate S3 by reducing the number of time derivatives based on standard energy equalities. This
latter reduction is mainly obtained via integration by parts, which holds even under the Neumann boundary
conditions imposed on the solution.

The analogous result obtained in [10] for homogeneous Dirichlet boundary conditions was applied in [3]
to prove the Gevrey regularity of the Navier-Stokes equations on half-spaces. We believe that our result
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will also be useful to study the space-time analyticity of d-dimensional nonlinear parabolic equations with
homogeneous Neumann boundary conditions (where f = f(t, x, q) depends on q in a nonlinear fashion).

We prove Theorem 1 in Section 2, and we briefly address the cases of inhomogeneous Neumann and
homogeneous Robin boundary conditions in Section 3. Throughout the paper, the letter C denotes a positive
universal constant that may change from line to line along the proofs. For fixed nonnegative indices i, j, k,
we use the notation

∥∂it∂
j
d∂̄

kq∥L2
t,x([0,T ]×Ω)

∶= ∑
∣α∣=k

∥∂it∂
j
d∂̄

αq∥L2
t,x([0,T ]×Ω)

(9)

for the sake of simplicity.

2. PROOF OF THEOREM 1

Recalling the Gevrey norm (7), we decompose ψ(q) = ψ1(q) + ψ2(q), where ψ1(q) and ψ2(q) are the
following sums

ψ1(q) = ∑
i+j+k≥r,j≠0

(i + j + k)r
(i + j + k)! ε

iε̃j ε̄k∥ti+j+k−r∂it∂
j
d∂̄

kq∥L2
t,x([0,T ]×Ω)

+ ∑
i+j+k<r,j≠0

∥∂it∂
j
d∂̄

kq∥L2
t,x([0,T ]×Ω)

,
(10)

and

ψ2(q) = ∑
i+k≥r

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

+ ∑
i+k<r

∥∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

. (11)

Estimation of ψ1. The Gevrey norm (10) is controlled via use of normal, tangential, and time derivative
reductions. Indeed, ψ1 can be rewritten as

ψ1(q) = ∑
i+j̃+k≥r−1

(i + j̃ + k + 1)r

(i + j̃ + k + 1)!
εiε̃j̃+1ε̄k∥ti+j̃+k−(r−1)∂it∂

j̃
d∂̄

k(∂dq)∥L2
t,x([0,T ]×Ω)

+ ∑
i+j̃+k<r−1

∥∂it∂
j̃
d∂̄

k(∂dq)∥L2
t,x([0,T ]×Ω)

≤ 2r−1ε̃ ∑
i+j̃+k≥r−1

(i + j̃ + k)r−1

(i + j̃ + k)!
εiε̃j̃ ε̄k∥ti+j̃+k−(r−1)∂it∂

j̃
d∂̄

k(∂dq)∥L2
t,x([0,T ]×Ω)

+ ∑
i+j̃+k<r−1

∥∂it∂
j̃
d∂̄

k(∂dq)∥L2
t,x([0,T ]×Ω)

≤ 2r−1φ(q),

(12)

where

φ(q) = ∑
i+j̃+k≥r−1

(i + j̃ + k)r−1

(i + j̃ + k)!
εiε̃j̃ ε̄k∥ti+j̃+k−(r−1)∂it∂

j̃
d∂̄

k(∂dq)∥L2
t,x([0,T ]×Ω)

+ ∑
i+j̃+k<r−1

∥∂it∂
j̃
d∂̄

k(∂dq)∥L2
t,x([0,T ]×Ω)

.

(13)

Here the first equality is obtained via the change of variable j̃ = j − 1 and the first inequality follows from
an application of the algebraic inequality

(i + j̃ + k + 1)r

(i + j̃ + k + 1)!
= (i + j̃ + k + 1)r−1

(i + j̃ + k)!
≤ (2(i + j̃ + k))r−1

(i + j̃ + k)!
= 2r−1(i + j̃ + k)r−1

(i + j̃ + k)!
(14)

that holds for any nonnegative integers i, j̃, k whose sum is greater than or equal to 1. Also, the last inequality
in (12) uses the boundedness of ε̃ from above by 1 and r from below by 2. Since ∂dq solves the heat equation

∂t(∂dq) −∆(∂dq) = ∂df (15)
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with homogeneous Dirichlet boundary conditions, we can apply the derivative reduction technique of [10]
and infer that there exists a positive universal constant C depending on the dimension d and r, such that for
any C0 ∈ (0,C), if ε obeys

ε ≤ C0, (16)
ε̄ = ε̄(ε, T,C0) obeys

T ε̄2

ε
+ T

1
2 ε̄√
ε
+ T ε̄ ≤ C0, (17)

ε̃ = ε̃(ε̄, ε, T,C0) obeys
T ε̃2

ε
+ ε̃
ε
+ ε̃

2

ε2
+ T 2ε̃2 + T ε̄ε̃

ε
+ T

1
2 ε̃

ε
1
2

+ T ε̃ ≤ C0, (18)

and
0 < ε̃ ≤ ε̄ ≤ ε ≤ 1, (19)

then
φ(q) ≲ φ0 + φ1(f) (20)

where φ0 and φ1(f) are given by

φ0 = ∥q0∥H2r−1(Ω)
+ ∥f∥H2r−3([0,T ]×Ω)

(21)

and

φ1(f) = ∑
i+j+k≥1+(r−3)+

(i + j + k + 1)r−1εiε̃j+1ε̄k

(i + j + k + 1)! ∥ti+j+k+2−r∂it∂
j
d∂̄

kf∥L2
t,x([0,T ]×Ω)

+ ∑
i+k≥(r−3)+

(i + k + 2)r−1εiε̄k+2

(i + k + 2)! ∥ti+k+3−r∂it∂d∂̄
kf∥L2

t,x([0,T ]×Ω)

+ ∑
i≥r−1

(i + 1)r−1εi+1

(i + 1)! ∥ti+2−r∂it∂df∥L2
t,x([0,T ]×Ω)

,

(22)

provided that the quantities (21) and (22) are finite. We refer the reader to [10, (4.9)–(4.12)] for the choices
of ε, ε̃, ε̄ given by (16)–(19). Further assumptions on ε, ε̃, ε̄ will be imposed later.
Estimation of ψ2. Here ψ2 is the trickier term. We split ψ2 into ψ2 = ψ2,1 + ψ2,2 where

ψ2,1 = ∑
i+k<r

∥∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

(23)

and

ψ2,2 = ∑
i+k≥r

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

. (24)

The norm ψ2,1 is bounded by the sum of the H2(r−1)(Ω) norm of q0 and the H2(r−2)([0, T ] × Ω)) norm
of f . In order to control ψ2,2, we perform tangential and time derivative reductions. However, we do
not appeal to elliptic estimates but use the PDE obeyed by q instead. We decompose ψ2,2 into the sum
ψ2,2 = ψ2,2,1 + ψ2,2,2 + ψ2,2,3, where

ψ2,2,1 = ∑
i+k≥r,k≥2

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

, (25)

ψ2,2,2 = ∑
i≥r−1

(i + 1)r
(i + 1)! ε

iε̄∥ti+1−r∂it ∂̄q∥L2
t,x([0,T ]×Ω)

, (26)

and
ψ2,2,3 =∑

i≥r

ir

i!
εi∥ti−r∂itq∥L2

t,x([0,T ]×Ω)
. (27)

We start by estimating ψ2,2,1. The main idea is to reduce the number of horizontal derivatives by increasing
the number of vertical derivatives, which, eventually, allows us to control ψ2,2,1 by the sum ψ1. A loss of
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two tangential derivatives is equivalent to a gain of two normal derivatives, a fact that is based on the heat
equation (1), from which we obtain the relation

∆d−1q = −∂d∂dq + ∂tq − f. (28)

Here ∆d−1 stands for the (d − 1)-dimensional Laplace operator,

∆d−1q ∶= ∂1∂1q + ⋅ ⋅ ⋅ + ∂d−1∂d−1q. (29)

The norm ∥ ⋅ ∥L2
t,x([0,T ]×Ω)

is equivalent to

∥ ⋅ ∥L2
t,x([0,T ]×Ω)

= ∥∥ ⋅ ∥L2
x1,...,xd−1

(Rd−1)∥
L2
t,xd

([0,T ]×(0,∞))

, (30)

and so the sum ψ2,2,1 can be written as

ψ2,2,1 = ∑
i+k≥r,k≥2

(i + k)r
(i + k)! ε

iε̄k ∥ti+k−r∥∂it ∂̄kq∥L2
x1,...,xd−1

(Rd−1)∥
L2
t,xd

([0,T ]×(0,∞))

. (31)

Denoting the inverse of the square root of the Laplace operator −∆d−1 on the whole space Rd−1 by Λ−1
d−1, and

exploiting the boundedness of the Riesz transform operator ∇d−1Λ−1
d−1 on L2(Rd−1), we have the following

(d − 1)-dimensional elliptic regularity estimate

∥∂xs∂xrρ∥L2(Rd−1) = ∥∂xsΛ−1
d−1∂xrΛ−1

d−1∆d−1ρ∥L2(Rd−1) ≤ C∥∆d−1ρ∥L2(Rd−1) (32)

for any ρ ∈H2(Rd−1), and any s, r ∈ {1, . . . , d − 1}. We point out that the first equality in (32) follows from
the fact the operators ∇d−1 and Λ−1

d−1 are Fourier multipliers in the whole space setting, so they commute.
Accordingly, for any nonnegative integers i ≥ 0 and k ≥ 2, we have

∥∂it ∂̄kq∥L2
x1,...,xd−1

(Rd−1) ≤ ∥∂it ∂̄k−2q∥Ḣ2(Rd−1)
≤ C∥∂it ∂̄k−2∆d−1q∥L2

x1,...,xd−1
(Rd−1) (33)

which, followed by an application of the relation (28), yields the estimate

ψ2,2,1 ≤ ∑
i+k≥r,k≥2

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂it∂2
d ∂̄

k−2q∥L2
t,x([0,T ]×Ω)

+ ∑
i+k≥r,k≥2

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂i+1
t ∂̄k−2q∥L2

t,x([0,T ]×Ω)

+ ∑
i+k≥r−2

(i + k + 2)r
(i + k + 2)! ε

iε̄k+2∥ti+k+2−r∂it ∂̄
kf∥L2

t,x([0,T ]×Ω)
.

(34)

The first sum in (34) is controlled by a constant multiple of the Gevrey norm ψ1(q) given by (10) due to the
presence of second-order normal derivatives. In other words, we have

∑
i+k≥r,k≥2

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂it∂2
d ∂̄

k−2q∥L2
t,x([0,T ]×Ω)

= ε̄
2

ε̃2
∑

i+k+2≥r

(i + 2 + k)r
(i + 2 + k)! ε

iε̃2ε̄k∥ti+2+k−r∂it∂
2
d ∂̄

kq∥L2
t,x([0,T ]×Ω)

≤ ε̄
2

ε̃2
ψ1(q) ≤

ε̄2

ε̃2
2r−1 (φ0 + φ1(f)) = 2r−1 (φ0 + φ1(f)) ,

(35)

provided that ε̄ = ε̃. We recall that φ0 and φ1(f) are given by (21) and (22) respectively. The second sum in
(34) is bounded by a small constant multiple of (24) up to an additive constant depending only on q0 and f .
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Indeed,

∑
i+k≥r,k≥2

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂i+1
t ∂̄k−2q∥L2

t,x([0,T ]×Ω)

= ε̄
2

ε
∑

i+k≥r−1

(i + k + 1)r
(i + k + 1)! ε

iε̄k∥ti+k−r+1∂it ∂̄
kq∥L2

t,x([0,T ]×Ω)

≤ T ε̄
2

ε
∑
i+k≥r

(i + k + 1)r−1

(i + k)! εiε̄k∥ti+k−r∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

+ ε̄
2

ε

rr

r!
∑

i+k=r−1

εiε̄k∥∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

≤ 2r−1T ε̄2

ε
∑
i+k≥r

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

+ r
r

r!
∑

i+k=r−1

∥∂it ∂̄kq∥L2
t,x([0,T ]×Ω)

(36)

by (19). In view of the condition (17), we infer that

∑
i+k≥r,k≥2

(i + k)r
(i + k)! ε

iε̄k∥ti+k−r∂i+1
t ∂̄k−2q∥L2

t,x([0,T ]×Ω)

≤ 2r−1C0ψ2,2 +C∥q0∥H2(r−1)(Ω) +C∥f∥H2(r−2)
([0,T ]×Ω)

≤ δψ2,2 +C∥q0∥H2(r−1)(Ω) +C∥f∥H2(r−2)
([0,T ]×Ω)

(37)

provided that C0 is chosen to be smaller than δ
2r−1 . Here δ is a positive constant that will be determined later.

Now we proceed to estimateψ2,2,2. The main idea is to increase the number of tangential derivative by one
via interpolation and show that ψ2,2,2 is dominated by the sum of ψ2,2,1 and ψ2,2,3, reducing consequently
the problem to a time derivative reduction. We need the following elementary lemma:

Lemma 1. Let i ≥ 1 and r ≥ 1 be some integers. Then the following estimate

(i + 1)r
(i + 1)! ≤

√
2r+1

¿
ÁÁÀ(i + 2)r

(i + 2)!

√
ir

i!
(38)

holds.

Proof of Lemma 1. We have

¿
ÁÁÀ i!(i + 2)!

[(i + 1)!]2

¿
ÁÁÀ (i + 1)2r

ir(i + 2)r =
√

i + 2

i + 1

√
( i + 1

i
)
r

( i + 1

i + 2
)
r

=
√

1 + 1

i + 1

√
(1 + 1

i
)
r

( i + 1

i + 2
)
r

≤
√

2
√

2r =
√

2r+1.

(39)

In view of Lemma 1 and the (d − 1)-dimensional interpolation inequality

∥∂̄ρ∥L2
x1,...,xd−1

(Rd−1) ≲ ∥∂̄∂̄ρ∥
1
2

L2
x1,...,xd−1

(Rd−1)
∥ρ∥

1
2

L2
x1,...,xd−1

(Rd−1)
+ ∥ρ∥L2

x1,...,xd−1
(Rd−1) (40)
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that holds for any ρ ∈H2(Rd−1), we have

ψ2,2,2 = ∑
i≥r−1

(i + 1)r
(i + 1)! ε

iε̄∥ti+1−r∂it ∂̄q∥L2
t,x([0,T ]×Ω)

= r
r

r!
εr−1ε̄∥∂r−1

t ∂̄q∥L2
t,x([0,T ]×Ω)

+∑
i≥r

(i + 1)r
(i + 1)! ε

iε̄∥ti+1−r∂it ∂̄q∥L2
t,x([0,T ]×Ω)

≤ C (∥q0∥H2r−1(Ω)
+ ∥f∥H2r−3([0,T ]×Ω)

) +∑
i≥r

(i + 1)r
(i + 1)! ε

iε̄∥ti+1−r∂itq∥L2
t,x([0,T ]×Ω)

+C
√

2r+1∑
i≥r

¿
ÁÁÀ(i + 2)r

(i + 2)!

√
ir

i!
εiε̄∥∥∂̄∂̄(ti+1−r∂itq)∥

1
2

L2(Rd−1)
∥ti+1−r∂itq∥

1
2

L2(Rd−1)
∥
L2
t,xd

= C (∥q0∥H2r−1(Ω)
+ ∥f∥H2r−3([0,T ]×Ω)

) +∑
i≥r

(i + 1)r
(i + 1)! ε

iε̄∥ti+1−r∂itq∥L2
t,x([0,T ]×Ω)

+C
√

2r+1∑
i≥r

XXXXXXXXXXXX
∥(i + 2)r
(i + 2)! ε

iε̄2∂̄∂̄(ti+2−r∂itq)∥
1
2

L2(Rd−1)

∥ i
r

i!
εiti−r∂itq∥

1
2

L2(Rd−1)

XXXXXXXXXXXXL2
t,xd

,

(41)

which, after using Young’s inequality, boils down to

ψ2,2,2 ≤ C (∥q0∥H2r−1(Ω)
+ ∥f∥H2r−3([0,T ]×Ω)

) +∑
i≥r

(i + 1)r
(i + 1)! ε

iε̄∥ti+1−r∂itq∥L2
t,x([0,T ]×Ω)

+C
√

2r−1∑
i≥r

(i + 2)r
(i + 2)! ε

iε̄2∥ti+2−r∂it ∂̄∂̄q∥L2
t,x([0,T ]×Ω)

+C
√

2r−1∑
i≥r

ir

i!
εi∥ti−r∂itq∥L2

t,x([0,T ]×Ω)

≤ C∥q0∥H2r−1(Ω)
+C∥f∥H2r−3([0,T ]×Ω)

+C2r−1ε̄Tψ2,2,3 +C
√

2r−1ψ2,2,1 +C
√

2r−1ψ2,2,3.

(42)

Since T ε̄ ≤ C0, we obtain

ψ2,2,2 ≤ C∥q0∥H2r−1(Ω)
+C∥f∥H2r−3(([0,T ]×Ω))

+C1

√
2r−1ψ2,2,1 +Cψ2,2,3, (43)

where C is a positive constant depending only on r and d, and C1 is a positive universal constant.
We end the proof by estimating ψ2,2,3. We take the scalar product in L2 of the heat equation (1) with

∂tq. We integrate by parts the diffusion term (−∆q, ∂tq)L2 using the homogeneous Neumann boundary
conditions. We apply the Cauchy-Schwarz inequality to bound the forcing term (f, ∂tq)L2 and then make
use of Young’s inequality to obtain the energy inequality

∥∂tq∥2
L2 +

d

dt
∥∇q∥2

L2 ≤ ∥f∥2
L2 , (44)

which yields

∫
T

0
∥∂tq∥2

L2dt + ∥∇q(T )∥2
L2 ≤ ∥∇q(0)∥L2 + ∫

T

0
∥f(t)∥2

L2dt (45)

after integrating in time from 0 to T . This latter estimate holds for any inhomogeneous heat equation with
homogeneous Neumann boundary conditions. Consequently, it applies to the equation

∂t(ti−r∂i−1
t q) −∆(ti−r∂i−1

t q) = (i − r)ti−1−r∂i−1
t q + ti−r∂i−1

t f (46)

for any i ≥ r + 1. Since ti−r∂i−1
t q vanishes at the initial time t = 0, we obtain

∥∂t(ti−r∂i−1
t q)∥L2

t,x([0,T ]×Ω)
≤ ∥(i − r)ti−1−r∂i−1

t q∥L2
t,x([0,T ]×Ω)

+ ∥ti−r∂i−1
t f∥L2

t,x([0,T ]×Ω)
, (47)

which boils down to

∥ti−r∂itq∥L2
t,x([0,T ]×Ω)

≲ ∥(i − r)ti−1−r∂i−1
t q∥L2

t,x([0,T ]×Ω)
+ ∥ti−r∂i−1

t f∥L2
t,x([0,T ]×Ω)

(48)
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for any i ≥ r + 1. By making use of (48), we estimate ψ2,2,3 as follows,

ψ2,2,3 ≲
rr

r!
εr∥∂rt q∥L2

t,x([0,T ]×Ω)
+ ∑
i≥r+1

ir

i!
εi(i − r)∥ti−1−r∂i−1

t q∥L2
t,x([0,T ]×Ω)

+ ∑
i≥r+1

ir

i!
εi∥ti−r∂i−1

t f∥L2
t,x([0,T ]×Ω)

≤ C(∥q0∥H2r(Ω)
+ ∥f∥H2r−2([0,T ]×Ω)

) +C22rεψ2,2,3

+C∑
i≥r

(i + 1)r
(i + 1)! ε

i+1∥ti+1−r∂itf∥L2
t,x([0,T ]×Ω)

,

(49)

from which we obtain

ψ2,2,3 ≤ C (∥q0∥H2r(Ω)
+ ∥f∥H2r−2([0,T ]×Ω)

+∑
i≥r

(i + 1)r
(i + 1)! ε

i+1∥ti+1−r∂itf∥L2
t,x([0,T ]×Ω)

) (50)

provided that ε ≤ C0 ≤ 1
C22r+1 . Putting (34)–(37), (43) and (50) together, we conclude that

ψ2,2 ≤ C (∥q0∥H2r(Ω)
+ ∥f∥H2r−2([0,T ]×Ω)

) + δψ2,2 +C1

√
2r−1δψ2,2

+Cφ1(f) +C∑
i≥r

(i + 1)r
(i + 1)! ε

i+1∥ti+1−r∂itf∥L2
t,x([0,T ]×Ω)

+C ∑
i+k≥r−2

(i + k + 2)r
(i + k + 2)! ε

iε̄k+2∥ti+k+2−r∂it ∂̄
kf∥L2

t,x([0,T ]×Ω)
.

(51)

for any δ > 0. Choosing δ so that δ(1 +C1

√
2r−1) ≤ 1

2 , we obtain the following bound for ψ2,2,

ψ2,2 ≤ C (∥q0∥H2r(Ω)
+ ∥f∥H2r−2([0,T ]×Ω)

) +C∑
i≥r

(i + 1)r
(i + 1)! ε

i+1∥ti+1−r∂itf∥L2
t,x([0,T ]×Ω)

+C ∑
i+k≥r−2

(i + k + 2)r
(i + k + 2)! ε

iε̄k+2∥ti+k+2−r∂it ∂̄
kf∥L2

t,x([0,T ]×Ω)
+Cφ1(f).

(52)

Therefore, we infer that

ψ ≲ ∥q0∥H2r(Ω)
+ ∥f∥H2r−2([0,T ]×Ω)

+ ∑
i+k≥r−2

(i + k + 2)r
(i + k + 2)! ε

iε̄k+2∥ti+k+2−r∂it ∂̄
kf∥L2

t,x([0,T ]×Ω)

+ ∑
i≥r

(i + 1)r
(i + 1)! ε

i+1∥ti+1−r∂itf∥L2
t,x([0,T ]×Ω)

+ ∑
i+j+k≥1+(r−3)+

(i + j + k + 1)r−1εiε̃j+1ε̄k

(i + j + k + 1)! ∥ti+j+k+2−r∂it∂
j
d∂̄

kf∥L2
t,x([0,T ]×Ω)

+ ∑
i+k≥(r−3)+

(i + k + 2)r−1εiε̄k+2

(i + k + 2)! ∥ti+k+3−r∂it∂d∂̄
kf∥L2

t,x([0,T ]×Ω)

+ ∑
i≥r−1

(i + 1)r−1εi+1

(i + 1)! ∥ti+2−r∂it∂df∥L2
t,x([0,T ]×Ω)

(53)

for any ε, ε̃, ε̄ ∈ (0,1] obeying conditions (16)–(19), together with ε̃ = ε̄. This finishes the proof of Theorem 1.

3. CONCLUDING REMARKS

Theorem 1 can be generalized to the case of general Neumann boundary conditions:
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Remark 1. Let g be a time-independent sufficiently smooth function defined on Rd−1. Solutions to the
inhomogeneous heat equation on the half space Ω = Rd

+
with general Neumann boundary conditions

∂dq = g (54)

are analytic in space and time, a fact that follows by adapting the approach of Theorem 1 to the boundary
value problem formed by (1) and (54). Indeed, the norm (7) can be decomposed into two sub-sums S1 and
S2, where S1 encompasses all normal derivatives and S2 depends only on tangential and time derivatives.
Since the function v ∶= ∂dq − g solves the heat equation

∂t(∂dq − g) −∆(∂dq − g) = ∂df + ∂̄ ⋅ ∂̄g (55)

and vanishes on the boundary of Ω, then we obtain good control of S1 by the Sobolev norm of the initial
datum and the Gevrey norms of both f and g. Here we abused notation and wrote g for the extension
g̃(x1, . . . , xd) = g(x1, . . . , xd−1). As for the sum S2, we perform the same decomposition strategy as for
ψ2 in the proof of Theorem 1, implementing henceforth our idea of decreasing the number of tangential
derivatives by increasing the number of normal derivatives. The one and only main difference resides in the
derivation of the energy inequality (44), which relies on integration by parts and use of the homogeneous
type of Neumann boundary conditions. In the case of (54), the following analogous ordinary differential
equation holds

∥∂tq∥2
L2 − ∫

Ω
∆q∂tqdx = ∫

Ω
f∂tqdx (56)

which, due to Hölder and Young inequalities, reduces to

∥∂tq∥2
L2 +

d

dt
∥∇q −G∥2

L2 ≤ ∥f∥2
L2 , (57)

with G = (0, . . . ,0,−g̃). Here we used

1

2

d

dt
∥∇q −G∥2

L2 = ∫
Ω
(∇q −G) ⋅ ∂t(∇q −G)dx

= ∫
Ω
(∇q −G) ⋅ ∂t∇qdx = −∫

Ω
∇ ⋅ (∇q −G) ⋅ ∂tqdx = −∫

Ω
∆q∂tqdx

(58)

that holds in view of the divergence-free condition obeyed by G, and the vanishing property (∇q −G)∣∂Ω ⋅
n = 0 for n = (0, . . . ,0,−1). However, the energy equality (56) is not needed to perform time derivative
reduction, as we seek bounds for the solution of the heat equation (46) obeyed by ti−r∂i−1

t q, which has a
vanishing normal derivative on the boundary of the half-space for any i ≥ r + 1. The details follow along
the lines of the proof of Theorem 1 and will be omitted.

Our approach also applies to obtain the space-time analyticity of the heat equation with homogeneous
Robin boundary conditions:

Remark 2. The Gevrey regularity of solutions to the inhomogeneous heat equation (1) on the half space
Ω = Rd

+
with homogeneous Robin boundary conditions

(aq + b∂dq)∣∂Ω = 0 (59)

reduces to a question of Sobolev global regularity, under some conditions imposed on a and b. Indeed, if
a = 0 or b = 0, then the problem boils down to the case of homogeneous Neumann or homogeneous Dirichlet
boundary conditions. If both a and b are nonvanishing and have the same sign, then we repeat the same
strategy of Theorem 1 and decompose the norm (7) into two sub-sums, S1 involving the vertical derivative
components and S2 involving only horizontal and time derivatives. As v = a

b q+∂dq solves the heat equation

∂t (
a

b
q + ∂dq) −∆(a

b
q + ∂dq) =

a

b
f + ∂df (60)
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with homogeneous Dirichlet boundary conditions, we can bound S1 by

S1 ≤ 2r−1ε̃ ∑
i+j+k≥r−1

(i + j + k)r−1

(i + j + k)! ε
iε̃j ε̄k∥ti+j+k−(r−1)∂it∂

j
d∂̄

k(∂dq)∥L2
t,x([0,T ]×Ω)

+ ∑
i+j+k<r−1

∥∂it∂
j
d∂̄

k∂dq∥L2
t,x([0,T ]×Ω)

≤ 2r−1ε̃ ∑
i+j+k≥r−1

(i + j + k)r−1

(i + j + k)! ε
iε̃j ε̄k∥ti+j+k−(r−1)∂it∂

j
d∂̄

k (∂dq +
a

b
q) ∥L2

t,x([0,T ]×Ω)

+ 2r−1ε̃ ∣a
b
∣ ∑
i+j+k≥r−1

(i + j + k)r−1

(i + j + k)! ε
iε̃j ε̄k∥ti+j+k−(r−1)∂it∂

j
d∂̄

kq∥L2
t,x([0,T ]×Ω)

+ ∑
i+j+k<r−1

∥∂it∂
j
d∂̄

k∂dq∥L2
t,x([0,T ]×Ω)

(61)

as shown in (12), and obtain control of the first sum in the last inequality by applying the result of [10].
Regarding the second sum in (61), it can be controlled as follows,

2r−1ε̃ ∣a
b
∣ ∑
i+j+k≥r−1

(i + j + k)r−1

(i + j + k)! ε
iε̃j ε̄k∥ti+j+k−(r−1)∂it∂

j
d∂̄

kq∥L2
t,x([0,T ]×Ω)

≤ 2r−1ε̃ ∣a
b
∣ (r − 1)r−1

(r − 1)! ∑
i+j+k=r−1

εiε̃j ε̄k∥∂it∂
j
d∂̄

kq∥L2
t,x([0,T ]×Ω)

+ 2r−1T ε̃ ∣a
b
∣ ∑
i+j+k≥r

(i + j + k)r
(i + j + k)! ε

iε̃j ε̄k∥ti+j+k−r∂it∂
j
d∂̄

kq∥L2
t,x([0,T ]×Ω)

(62)

where the first sum is bounded by the Hr−1([0, T ] ×Ω) Sobolev norm of the solution, and the second sum
is bounded by a small constant multiple of the Gevrey norm (7), provided that 2r−1ε̃ ∣ab ∣ is sufficiently small.
The sum S2 is treated as ψ2 in the proof of Theorem 1, but an ODE analogous to (44) is needed. In fact, we
have

∥∂tq∥2
L2 + ∫

Ω
∇q ⋅ ∂t∇qdx − ∫

∂Ω
∂tq∂dqdσ(x) = ∫

Ω
f∂tqdx (63)

which, after use of the Robin boundary conditions, reduces to

∥∂tq∥2
L2 + ∫

Ω
∇q ⋅ ∂t∇qdx +

a

b
∫
∂Ω
q∂tqdσ(x) = ∫

Ω
f∂tqdx, (64)

and so

∥∂tq∥2
L2 +

1

2

d

dt
(∥∇q∥2

L2 +
a

b
∫
∂Ω
q2dσ(x)) = ∫

Ω
f∂tqdx. (65)

Now we proceed as for the proof of Theorem 1. We omit further details.
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