Received: 21 December 2020

Revised: 30 March 2021

W) Check for updates

Accepted: 6 April 2021

DOI: 10.1002/wcms.1537

ADVANCED REVIEW

s WILEY

Investigations of water/oxide interfaces by molecular
dynamics simulations

Ruiyu Wang'? |
Eric Borguet'?

!Department of Chemistry, Temple
University, Philadelphia, Pennsylvania, USA

“Center for Complex Materials from First
Principles (CCM), Temple University,
Philadelphia, Pennsylvania, USA

3Institute for Computational Molecular
Science, Temple University, Philadelphia,
Pennsylvania, USA

“Department of Biology, Temple
University, Philadelphia,
Pennsylvania, USA

Correspondence

Eric Borguet, Department of Chemistry,
Temple University, Philadelphia,
Pennsylvania 19122, USA.

Email: eborguet@temple.edu

Vincenzo Carnevale, Institute for
Computational Molecular Science, Temple
University, Philadelphia, PA 19122.

Email: vincenzo.carnevale@temple.edu

Funding information
Basic Energy Sciences, Grant/Award
Number: #DE-SC0012575; National

Institutes of Health, Grant/Award Numbers:

R01GM093290, RO1IGM131048,
S100D020095; National Science
Foundation, Grant/Award Numbers: I0S-
1934848, MR1-1828421; Temple University

Edited by: Peter Schreiner, Associate
Editor

Michael L. Klein™*® |

Vincenzo Carnevale>*

Abstract

Water/oxide interfaces are ubiquitous on earth and show significant influence on
many chemical processes. For example, understanding water and solute adsorp-
tion as well as catalytic water splitting can help build better fuel cells and solar
cells to overcome our looming energy crisis; the interaction between biomolecules
and water/oxide interfaces is one hypothesis to explain the origin of life. However,
knowledge in this area is still limited due to the difficulty of studying water/solid
interfaces. As a result, research using increasingly sophisticated experimental
techniques and computational simulations has been carried out in recent years.
Although it is difficult for experimental techniques to provide detailed microscopic
structural information, molecular dynamics (MD) simulations have satisfactory
performance. In this review, we discuss classical and ab initio MD simulations of
water/oxide interfaces. Generally, we are interested in the following questions:
How do solid surfaces perturb interfacial water structure? How do interfacial
water molecules and adsorbed solutes affect solid surfaces and how do interfacial
environments affect solvent and solute behavior? Finally, we discuss progress in
the application of neural network potential based MD simulations, which offer a
promising future because this approach has already enabled ab initio level accu-

racy for very large systems and long trajectories.
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1 | INTRODUCTION

As one of the most ubiquitous substances on earth, water plays important roles in innumerable chemical processes.
One particular system, the water/solid interface, has close relationships to geochemistry, electrochemistry, environment
chemistry, and catalysis, and this attracts significant research interest."™ For example, amino acid condensation, an
important step of the origin of life, are more favored at mineral surfaces than in bulk water™®; water/platinum
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interfaces are widely used as electrodes for electrochemistry applications’; hydrogen fuel, believed to be one of the solu-
tions to energy crisis, can be produced via water oxidation or hydrogen evolution reactions catalyzed by manganese
oxide or MoS,,*? and investigating these water/material interfaces can reveal the catalytic mechanisms and lead to the
optimization of material design. In recent years, thousands of research articles have been published, but the answer to
many fundamental questions, such as how far away from the solid surface is the solvent affected, how adsorbed solutes
perturb interfacial water and the solid surfaces, and how chemical reactions at interfaces are different from those in the
bulk, are still unknown or controversial.

A number of electrical double layer theory (EDL) models have been developed for describing the structure of
charged solid/water interfaces.'” In these models, the solid surface is treated as a homogenous infinite flat charged
panel without any microscopic description of the chemical structure, and water is implicitly present as a continuum
dielectric. The first primitive EDL model was proposed about 150 years ago by Helmholtz and is still the starting point
of the more sophisticated understanding that has evolved since.'" In this model, the solid surface is thought to be homo-
genously charged and the counter ions in water are attracted to the solid surface to offset its electric field, leading to a
complete drop of the potential, so that beyond this compact counter ion layer the potential is zero.'' Later, Gouy and
Chapman suggested that the counter ions are adsorbed but not tightly bound to the surface.'* By applying the
Debye-Hiickel theory and solving the Poisson-Boltzmann equation, they found that the electric potential shows an
exponential decay with increasing distance from the surface.>'* Nowadays, the most widely used EDL model is the
Gouy-Chapman-Stern model (Figure 1):'> some ions adsorb to the surface as per the Helmholtz model, forming a com-
pact layer (a.k.a. Stern layer), but not screening the entire electric field; beyond the Stern layer (a.k.a. diffuse layer), the
electric potential decays exponentially as the Gouy-Chapman model predicts.'®'” However, those approximations are
problematic since charges are not always uniformly distributed at solid surfaces but may be located on some specific
sites, leading to ion specific adsorption that the EDL model is not able to deal with.'"® A more important drawback of
EDL models is that they do not take the types of ions into consideration, as a result, the effect of the size and polariza-
tion of the ions is missing.

Researchers have developed various experimental techniques, such as X-ray reflectivity (XRR),'® atomic force
microscopy (AFM),?® scanning tunneling microscopy (STM),** nonlinear optical probes including vibrational sum fre-
quency generation (VSEG)*? and second harmonic generation (SHG),** ambient pressure X-ray photoelectron spectros-
copy (APXPS)* as well as measuring contact angle,>*** to study the structure and dynamics of water/solid interfaces.
For example, Catalano et al. measured the XRR spectra of water/corundum (001),%*” (110),%® and (012)*° interfaces
and analyzed the electron density profile by fitting the XRR spectra and found that water organization within 1 nm
from the solid surface was affected. Experimental studies by vSFG spectroscopy have sought to understand how pH and
ions affect interfacial water structures at the alumina®~** and silica interfaces.***° However, as most experiments can

Stern layer diffuse layer bulk

distance

FIGURE 1 A snapshot of a surface following the Gouy—-Chapman-Stern model. At the interface, cations are in excess because the
mineral surface is negatively charged. Legend: Blue and green balls represent positive and negative ions, respectively; red and white sticks
represent the hydration shells of ions
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only provide indirect information on the structure of the surface, including the organization of water and solutes at the
interfaces, researchers need models and hypotheses to interpret experimental results. However, even models supported
by the highest-level calculations are not perfect.

As a result, an alternative approach, namely computational simulation, has grown in recent years (Figure 2) as computa-
tional capability has increased. Unlike indirect experimental results that require further hypotheses for interpretation, simula-
tions provide straight-forward microscopic structural information, i.e., the positions and velocities of each atom in every time
step. With the help of easy-accessed visualization tools, researchers can observe chemical and physical processes at interfaces
as watching movies.>” Computational simulations are good at handling energy-related properties, for example, calculating
the potentials of the mean force of adsorbed molecules, or searching for transition states during catalyzed reactions, which
are difficult to measure by experimental techniques. The analysis of simulation results also becomes convenient with the help
of Python, an interpreted, high-level programming language, and its libraries created by various developers.***°

Several reviews discussing molecular dynamics (MD) simulations of water/oxide interfaces have been published.
Bluhm et al.'s review about water at various interfaces, such as water/metal, water/oxide, and other water/hydrophobic
surfaces, featured results from both experiments and simulations.! Striolo et al. reviewed water/silica, water/alumina
interfaces in 2011, and water/carbon interfaces in 2016.** YazdanYar et al. published a review discussing the adsorp-
tion of biological molecules at water/rutile surfaces.*?

In this review, after a basic introduction to the principles of MD simulations, we will focus on recent studies of
water/silica, water/alumina, water/TiO, and other mineral oxide interfaces. This review is “application-oriented”, show-
casing what MD simulations are able to do, what chemical scenarios can be investigated and how simulations are help-
ful to interpret experimental observations, such as revealing microscopic structural information of interfacial water or
surfaces-adsorbed solutes, calculating the free energy of chemical reactions, assigning vibrational modes to certain spe-
cies and more. At the end of the article, we will discuss promising future directions including the application of neural-
network potentials.

2 | PRINCIPLES OF MOLECULAR DYNAMICS SIMULATIONS

MD simulations can be used to calculate expected values of observables for macroscopic systems, given that the micro-
scopic interactions are known. This approach relies on the ergodic hypothesis, i.e., the ensemble average of the observa-
tions (<A>) is equal to the time average calculated using the momentum p and the coordinates q from the trajectories
of simulations:

<a> = [plp.9)Ap.adpda— 1| Alp(0.q(0] ®

where, p(p, q) is the probability density of state (p, q):

e_ﬂH(P’q)
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One crucial aspect of simulations is calculating the position of all atoms as a function of time and this is done by
integrating the equation of motion, typically using a numerical procedure known as the Verlet algorithm**:

@
i+ 80 =20 (0 =¥ 1 a0+ LD a1 o(ar), 3

1

where, rl@(t) and f l@(t) is the a Cartesian component of the position and force vector, respectively, of the ith particle
at time t.*>*® Depending on how this force is calculated, simulations are referred to as classical MD or ab initio
MD (AIMD).

In classical MD, electrons are not always treated explicitly and interactions between atoms can be modeled heuristi-
cally using simple analytic functions of the atoms' positions. In non-reactive MD simulations, chemical bonds are
defined in the initial configurations and cannot break or form during simulations. The potential of interactions is
decomposed into bonded interaction and non-bonded interaction*’:

Utotal = Ubond + Uangle + Udihedral + UvdW + UCoulomb: (4)

the first three terms are bonded interactions, including bond stretching, angle bending, and dihedral torsional
interactions:

Upond = Z k?ond(ri - riO)Z: (5)
bonds i

Uangle - Z k;mgle(ei - 91‘0)2, (6)
angles j

K9RC[1 4 cos (M — Yo )]> i 7 O
Udinedrat = Y { [ Ut o) : (7)

dih 2
dihedral m Ko (b = Yim) "> B =0

The last two terms in Equation (4) are non-bonded interactions, including the van der Waal's interactions (using
the Lennard-Jones 6-12 form) and electrostatic interactions, respectively:

o] (32

i j>i i

4,9;
UCoulomb = Zzﬁoj}’l] . (9)

i j>i

The parameters in these equations are determined empirically. As a result, the accuracy of simulations depends cru-
cially on the choice of force field parameters but developing accurate and convenient models is a challenge to
researchers. One interesting example is water*®*’: fixed charge models, either the TIP5P model with fictitious particles
modeling electrons lone pairs, or the SPC/E model with particles representing only the atoms, cannot reproduce the
structure of the Na*-water complex well.*

Reactive force fields, including ReaxFF,”! the modified embedded atom method (MEAM),>* or charge-optimized
many-body (COMB),”* have also been developed and widely used for water/solid interfaces.>* The energy of ReaxFF is
similar to non-reactive force fields with additional terms:

Utotal = Ubond + Uangle + Uldihedral + Uvaw + U coutomb + Uover + Uspeciﬁc, (10)

the Uyye, is penalty for overcoordination and Uspe;sic is usually 0 unless in special cases.’” In ReaxFF, methods
for calculating each term in Equation (10) are different from Equations (5)-(9); for example, when calculating



WANG ET AL. WIREs —WI LEY 5 of 26

bonded interactions, the concept “bond order,” a differentiable property based on atoms' positions, is
introduced.

In AIMD, the nuclei are still treated classically, while the forces acting on them are calculated by solving the
Schrédinger equation for the electrons: H|W > = E|¥ > . This cannot be solved exactly and thus most AIMD simula-
tions are carried out at the density functional theory (DFT) level. Instead of calculating the electron ground state at
every step, the Car-Parrinello (CP) approach propagates the electron orbitals by introducing a fictitious mass term to
the Lagrangian:

1 . o
LCPZEZMR§+gZ<‘P,- |#i> —B(RY)+ > 4 < ¥ > 5y), (11)
T i 7

where the first term is the kinetic energy of nuclei, the second term is the fictitious kinetic energy of electrons, the third
term is the Kohn-Sham energy and the last term is the orthogonality constraint of orbitals.’®*” When u — 0, the CP
dynamics approaches Born-Oppenheimer MD.

Historically, MD simulations were introduced in 1950; early simulations were used to study simple systems, such as
hard disks (1957)°® or Lennard Jones particles (1964).> The first MD simulation of bulk water was reported in 1971.%°
These seminal simulations used classical MD but those systems only contain about several hundred atoms, and were
run for picoseconds due to the limitations of computational resources of that time. Nowadays, the time and length
scales of classical MD simulations can reach billions of atoms and milliseconds, respectively.’*** As for AIMD, CPMD
was introduced in 1985°%; due to the huge cost of electronic structure calculations, typical AIMD simulations involve
hundreds of atoms and time-scales of picoseconds. Finite size effects and limited sampling of the trajectory lead to large
uncertainties in the results. However, a major advantage of AIMD is that it can properly handle chemical reactions
such as proton transfer,® catalysis,** and water dissociation®>°® at interfaces.

MD simulations generate trajectories with conserved energy and momentum; if the volume of the simulation box is
also fixed, the simulations are called constant-NVE ensemble (or microcanonical ensemble). However, physical pro-
cesses in other ensembles, such as NVT, NPT, or even pVT are more interesting and realistic to laboratory conditions.
Thanks to several algorithms, such as the Nose-Hoover thermostat®’"* and the Martyna-Tuckerman-Tobias-Klein
algorithm,”® which make use of extended Lagrangians, simulations of NVT and NPT ensembles can be performed
as well.

3 | WATER/SILICA INTERFACES

Silicon oxide is one of the most ubiquitous minerals on the earth and its interaction with water has been investigated
by both experimental measurements and MD simulations.”* Silica surfaces are also involved in many crucial chemical
reactions that affect the earth and life,’* such as the immobilization of CO,”>’* and the catalysis of polymerization of
amino acids.” Silica has multiple forms, including amorphous (in many SHG and SFG experiments researchers use
fused silica)’® and crystalline (quartz).>* In nature, silica exists in the form of quartz, the second-most abundant mineral
on Earth behind feldspar.”” Although the primary component of silica or quartz is SiO,, the surface is active to water
which reacts providing surface OH groups that show acid-base behavior. Experimental SHG measurements suggest
that the pK, of 19% of the silanol groups is 4.5 and the pK, of the other 81% is 8.5.”® The a-quartz (001) surface is also
terminated with silanol groups that show two major orientations: OH vector is perpendicular to the surface plane
(“out-of-plane”) or parallel to the surface plane (“in-plane”).”’ In this review, we will discuss several topics about
water/silica interfaces, such as ion adsorption, acid dissociation and solid dissolution.

3.1 | Ion adsorption

The point of zero charge (PZC) of silica is in the pH range 2-478 indicating that in ambient conditions (near pH = 7),
silica surfaces will release protons and become negatively charged. Traditional EDL theories predict an interfacial elec-
tric field profile that points into the solid and exponentially decays into the solution. Interestingly, exceptions are also
observed, which is not surprising because in the oversimplified EDL theories many factors such as the charge
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FIGURE 3 Influence of ions on water orientation at the water/silica interface. 6 is the angle between the opposite of the water dipole and
silica surface normal. The silica surface is negatively charged. (a) after adding NacCl, the surface potential and <cos 8> in the diffuse layer become
positive (oxygen close to the surface). (b) CsCl follows the Gouy-Chapman-Stern model. The surface potential and <cos 6> in diffuse layer remain
negative (hydrogen close to the surface). Reprinted with permission from Ref. 18. Copyright (2014) American Chemical Society

distribution at the surface and the type of ions are neglected. One example is provided by Dewan et al. who carried out
classical MD simulations of amorphous silica/water interfaces to understand how different charge densities, that mimic
different pH environments, affect water structure and ion accumulation in the presence of NaCl or CsCL.'® They also
investigated how the charge localization (heterogeneous or uniform distribution) on the surface affects ion adsorption
and water organization.'® Simulations show that, when the surface charge is localized on SiO~ groups, specific adsorp-
tion is so strong that when the bulk concentration of Na™ is high (0.5 M in their work), Na™ adsorption makes the sur-
face charge positive and reverses the water orientation (described by the opposite of the water dipole) in the diffuse
layer, making it point away from silica surface. In contrast, Cs™ does not directly bind to the surface and follows the
Gouy-Chapman-Stern model (GCS) model (Figure 3). Such surface charge reversal is also reported in other works and
it is definitely beyond what the EDL or Gouy-Chapman-Stern model can predict.

Another weakness of EDL theories is that solid surfaces are treated as a homogenous charged plane, which is not
realistic because ions may prefer to adsorb to specific positions. For example, Hocine et al. calculated the potential of
mean force (PMF) of cation adsorption and obtained a similar result to Dewan et al.,'® finding that Li* has a strong
adsorption affinity but that Cs™ is repelled by the surface.’® The major adsorption mode for Li" is to directly bind to
deprotonated silanol groups (Si—-O ) and such a binding mode is missing in EDL theories. Based on such observations,
Hocine et al. proposed that the Stern layer is not a continuous layer but consists of some discrete contact ion pairs at
the surface, for example, SiO..M™. As a result, predicting ion behavior simply based on its distance to the surface is
not appropriate. These examples demonstrate the weakness of EDL theories at mean field levels and the necessity for
more detailed structural information, which AIMD simulations are able to provide.

Interactions between the silanols that cover the surface of SiO, and ions are well studied for better understanding of
geochemistry using both classical and ab initio MD simulations. In classical MD simulations, ion adsorption at different
pH is usually studied by modifying the model of solid surface, typically changing the surface charge density or removing
protons.* ™ Not surprisingly at higher pH, when the surface contains more negative charge associated with
deprotonated silanol sites, cations have higher accumulation in the Stern layer,gz’84 and the diffusion of these ions is
slower than in the bulk. Such observation could be one evidence that ions in the Stern layer are tightly bound to solid
surface but are still able to move; water diffusion is also slower at the interface and even slower near deprotonated
silanols.®! In addition, ions near deprotonated silanols further decrease water diffusion.®!

Besides classical MD, AIMD was also introduced to investigate ion adsorption at water/a-quartz interfaces. Pfeiffer-
Laplaud et al. studied the adsorption of a single alkali ion and found that Na® and K* directly bind to the a-quartz
(001) surface with partial substitution the solvation shell by surface hydroxyls, through an inner-sphere mechanism,
but halides do not have any hydrogen bonds to the surface.®> DelloStritto et al. investigated the acidic, neutral, and
basic water/quartz (101) interfaces with IA, IIA group ions and Cl.*® They found that cations directly bind with the
surface and behave differently from the bulk. Specifically, in the presence of a counter-ion Cl~, the structure makers,
Na™, Mg*" and Sr**, become structure breakers at the interface; the strongest “structure breaker” cations in bulk water
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FIGURE 4 Different ion binding modes between ions and the -crystabolite (001) surface. Yellow, red, white, blue, orange and green
balls represent Si, O, H, Na, Mg, and Cu atoms(ions), respectively. (a,b) Na* binding modes, (c) Mg>*" directly binds to the surface, (d) Mg*"
with completed hydration shell. (¢) Cu®* binds to the surface, (f,g) Cu(OH " )(H,0); complex ion. Reprinted with permission from Ref. 87.
Copyright (2018) American Chemical Society

are the strongest “structure maker” ions at the interface. These results support previous inferences from experimental
data and remind researchers that simple bulk classifications of structure maker/breaker do not always carry over to
interfaces. Based on these investigations, additional questions can be asked and answered using MD simulations, such
as how different surfaces and other anions affect the structure makers/breakers.

Both AIMD and classical MD predict strong Na® adsorption at quartz/water interfaces, which is not true for all
other silica surfaces. Leung et al. calculated the PMF of cation adsorption with the solvation shell onto a partially
deprotonated p-crystabolite (001) surface (Figure 4), a different crystal phase of SiO,, by umbrella sampling using
AIMD.¥’ They found that Na™ does not bind to that surface. Mg2+ can bind to the surface either directly, in the form of
Mg(H,0)s(SiO ™), or via its intact hydration shell. Direct binding is more favored by about 0.2 eV. Interestingly, the sur-
face SiO~ will grab a proton from the hydration shell of Cu®*, forming a Cu(OH )(H,0); complex ion. As a result, the
authors proposed that in future CMD simulations, a Cu®>"-OH~ based model should be used. Although AIMD is much
more expensive than classical MD, it is useful and necessary if the hydration shell of ions is able to release protons.

Adsorbed cations affect surface silanol properties as well. In the presence of cations, the intra-surface H-bond net-
work is weakened, accelerating the switching of silanols between “in-plane” and “out-of-plane” modes, which is rarely
observed at neat interfaces on typical AIMD timescales.® In their later work, Pfeiffer-Laplaud et al. studied a cation-
anion solvent separated pair at the same surface and found that the orientation and bond-length of the surface OH
groups are more affected and that intra-surface H-bonds are more weakened by such an ion-pair than by a single ion.**

In addition to the works mentioned above, there are other studies investigating ion adsorption at interfaces,®
including organic molecule ions.”® Other than simulations with only one type of ion-pair, Dépke et al. carried out simu-
lations of water/silica interfaces with the NaCl-CaCl, mixture and found that Na™ shows more preferential adsorption
to silica surface than Ca*" because Na' has a less tight hydration shell and the surface structure adsorption site does
not match the hydration shell of Ca*".*!

3.2 | Acid dissociation

There are several interesting pK, related questions about interfaces: how do surfaces affect the water pK,, what is the
pK. of the surface OH groups, how do adsorbed solutes affect the surface pK, and how do surfaces affect the pK, of
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(a) (b) FIGURE 5 Classification of silanols on amorphous silica surfaces. “Isolated”
H 70 H Jo """"""" j silanols are not hydrogen bonded with other silanols; “vicinal” silanols share one
LS Sl ~ common oxygen atoms and “geminal” silanols have two OH groups connected with one
Isolated H-bonded silicon atom. Reprinted with permission from Ref. 101. Copyright (2015) American
(c) ' p (d) Chemical Society
Vicinal Geminal
AH = S — : — i FIGURE 6 The calculation of ApK, of pyruvic acid at an interface. The

structures are the protonated acid (HA) and the deprotonated ion (A™).

(a) Initial state with HA at the surface and A~ in the bulk. (b) Final state with
A at the surface and HA in the bulk. Reprinted with permission from Ref. 102.
Copyright (2018) American Chemical Society

solutes at the interface. Answering such questions is quite challenging due to the complicated environment of interfaces
and even the value of the water pK, at water/air interfaces, possibly the simplest surface, is still controversial because
some MD simulations show that water/vapor interfaces are acidic,”* °° but the opposite result that such interfaces are
basic has also been reported.”® *® Nevertheless, significant advances related to the acid/base chemistry of water/silica
interfaces have been made with the help of MD simulations.

The simplest example is the pK, calculation of hydroxylated a-quartz (0001) surface OH groups as there is only one
type of silanol with two orientations; “out-of-plane” silanols are reported to have a lower pK, (5.6) than “in-plane”
silanols (8.5).°” When an alkali-halide ion pair is placed at the interface, the cation will bind to the oxygen atom of the
silanols, stabilize the OH bond and prevent deprotonation.'®

The pK, of amorphous silica silanols is more complicated. Using free energy perturbation, Pfeiffer-Laplaud et al.
identified and calculated the pK, of four types of silanols on silica surfaces: isolated, H-bonded, vicinal, and geminal;
the terminal group of the former three is SiOH and that of the last one is Si(OH), (Figure 5).'* They found that convex
geminal and vicinal silanols have strong acidity with a pK, value about 2-3, while the isolated and concave germinal
species have much higher pK, (9-10). Such bimodal acidity has already been observed by SHG experiments’® and with
the help of AIMD simulations researchers can identify its microscopic origin.

A more interesting question, perhaps, is understanding how interfacial environments affect the acid/base chemistry
of species nearby, such as the pK, of a solute molecule. This topic has a close relationship to heterogeneous catalysis,
including amino acid condensations reactions near water/silica interfaces. Parashar et al. constructed water/a-quartz
(0001) interfaces with two pyruvic acid molecules (Figure 6), one at the surface in a protonated state (HA) and the other
one in the bulk in the form of a deprotonated ion (A~).'°* Using the free energy perturbation method,'* they calculated
the Helmholtz free energy difference to move the proton from the HA molecule at the surface to the A~ in the bulk.
They found that at the interface, the acidity increased due to the stabilization of A~ by surface OH groups and interfa-
cial water. The design of this work is ingenious since it only calculated the pK, differences of an acid at the surface and
in the bulk, instead of calculating absolute pK, values.

3.3 | Simulations of vibrational spectra

Besides analyzing chemical structures and calculating free energies, MD simulations can also help interpret experimen-
tal vibrational spectra, such as IR and Raman. For water/solid interfaces, nonlinear optics, such as vSFG and SHG are
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intensively used because they are sensitive to non-symmetric environments that interfaces naturally possess.** Usually,
VSFG spectra can be decomposed into ® and y® contributions, arising from interfacial region and bulk water, respec-
tively.'® The »@ contribution is determined from the autocorrelation function of the molecular dipoles and
polarizabilities.'®

Since the silica surface is charged at pH 7, it has been widely used as a model of charged surfaces by combining MD
simulations and experiments. Gaigeot et al. calculated the vibrational density of states of interfacial OH groups (both
from water and silanols).”” They found that the H-bonds that water molecules donate to the “in-plane” silanols (OW-
HW...0Si) are weak and contribute to vibrations in the 3300-3600 cm ' range. By carefully calculating the vVSFG spec-
tra of water in different layers close to interfaces, Pezzotti et al. proposed a new definition of the electric double layer.
To be specific, the boundary of the Stern layer (in their work it is called the “binding interfacial layer”) can be identified
because its properties, such as water density profile and hydrogen bond profile, are distinct from bulk water and their
vSFG spectra are surface type dependent. However, the hydrogen bond structure in the diffuse layer behaves similarly
to bulk water except for the net orientation caused by the interfacial electric field. As a result, the vSFG signals of water
in diffuse layers of water/quartz and water/air interfaces are similar.' This work is a demonstration that water in the
diffuse layer follows the assumptions of EDL theories that water is aligned by a homogenous electric field. It will inter-
esting to see whether the diffuse layer of other aqueous interfaces follow this pattern.

The combination of vSFG and simulations provides detailed microscopic structural information and is helpful for
researchers to understand the behavior of water interfaces, not limited to water/silica interfaces.'®>'*”"''° One interesting
question at charged water/solid interfaces is the separation of the second-order () and the third-order () contributions
of vSFG spectra; the latter one comes from the static electric fields of charged interfaces. Several experimental attempts for
such separation have been reported by changing the pH or ion concentrations.''"''* However, those methods are not perfect
because the surface charge state and water structures in the compact layer are also affected, leading to the change of 2@ sig-
nal as well.">*> By designing MD simulations containing water between two charged silica surfaces, modifying the charge
density on the surfaces and calculating how the water responded to this electric field, the corresponding 4 contribution

FIGURE 7 The mechanism of how strained silica become unstrained silica. (a) Strained silica, the initial state. (b-d) Intermediate
defect structures. (e) Unstrained silica, the final state. Reprinted with permission from Ref. 118. Copyright (2016) American Chemical
Society
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could be extracted.’® This procedure helps researchers understand the y© effects near charged water/solid interfaces and
such a decomposition can be used to extract the ® component from vSFG spectra to investigate the interfacial structure.

The preceding discussions focused on perfect solid silica surfaces. However, water/silica interfaces are not always
stable, especially in high pH solutions,''® and the dissolution (or degradation) can also be studied by MD simula-
tions.'*’ Using both classical MD with ReaxFF and AIMD simulations, Rimsza et al. calculated the first step of silica
dissolution, the breaking of strained silica and the formation of unstrained silica (Figure 7)."'® First, a water molecule
adsorbs onto an external Si atom of a strained silica site and releases a proton (Figure 7(a-c)); next, another proton
comes to the bridging oxygen, leading to the rupture of the Si-O bond (Figure 7(d,e)). Simulations also provide the time
scale of such reactions.'® In their later work, they also studied the evolution of the silica gel region between bulk water
and bulk silica solid.’* Since the dissolution of silica is usually neglected when studying water/silica interfaces, these
works provide useful information regarding solid dissolution and may help researchers improve their design of experi-
ments to avoid/promote silica dissolution.

4 | WATER/ALUMINA (ALUMINUM OXIDE) INTERFACES

Aluminum is the third most abundant element on earth after oxygen and silicon, and mostly exists in the form of oxides
due to its high reactivity. However, water/alumina interfaces are less understood than water/silica interfaces in spite of
their important roles in ion adsorption and catalysis. Alumina has wide industrial applications,'* for example, y-Al,O
can be used as the support for catalysts.'*""'**> We focus on a-Al,O; because it is the most thermodynamically stable
phase; the coordination number of aluminum is 6 in bulk a-alumina, forming an octahedron and that of oxygen is
4, forming a tetrahedron. The fully hydroxylated, charge neutral water/a-Al,O; interface has been studied by several
groups focusing on interfacial water structures and dynamics.?®*"#*12*12% particularly, the vSFG of water/alumina
(0001) and (1120) interfaces under various pH in the presence of monovalent ions has been measured to estimate the
structures of interfacial water and hydrogen bonds.**** The a-alumina (0001) surface is flat, containing only one type
of aluminol Al,OH, but the (1120) surface is rough and complicated, containing AIOH, Al,OH, and Al;0H groups with
different heights (Figure 8).

(@)

FIGURE 8 The structure of a-alumina (0001) and (1120) surfaces. Water is not shown for clarity and gray, purple and white color
represent aluminum, oxygen and hydrogen atoms, respectively. The top two figures show the top view of (0001) (a) and (1120) (b) surfaces;
the bottom two show the side view of (0001) (c) and (1120) (d) surfaces. The numbers in figure (b) and (d) represent how many aluminum
atoms are connected with each oxygen, that is, the “x” of ALLOH. The figures only show one simulation box so the periodic boundary
condition is broken
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FIGURE 9 Surface excess ions per unit surface area, I'(Z), profile of F~ and I 3 50.0 02 04 06 08 10 1.2 14 35
near the water/a-alumina (0001) interface. The counter-ion is Na*. Comparing to ’
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The impact of ions on water/alumina interfaces has also been investigated by MD simulations. Wang et al. observed
unusual ion adsorption onto the water/a-alumina (0001) interface, due to the special pattern of surface OH groups.'*®
By comparing the adsorption free energy, they found that in simulations of a single ion, Na™ has a stronger affinity to
the solid surface than halides; in simulations of finite concentration solutions, the affinity of Na™ decreases and that of
halides increases, indicating that adsorbed Na* ions promote halide ion adsorption.'?®> The adsorbed excess Na* can
increase water polar orientation and change its dipole direction. As discussed before, such effects cannot be predicted
by EDL theories. In addition, ignoring the Al-O-H angle bending term in the potential could cause the underestima-
tion of ion adsorption (Figure 9).'** Recently the angle bending terms in ClayFF have been improved, leading to a dis-
tribution of the orientations of surface OH groups that is in better agreement with DFT simulations.”'?*%”

AIMD simulations are also applied to calculate and analyze the vibrational spectra of alumina/water interfaces. Del-
loStritto et al. successfully reproduced the features observed in experimental spectra of the water/a-alumina (0001)
interface, namely a peak centered at 3150 cm ' and a higher peak around 3450 cm ','*® which were previously
assigned to water with different coordination numbers.'?° However, both water and “in-plane” aluminols contribute to
the 3400 cm ' peak and the latter is usually ignored. Further calculation of the vibrational density of states indicates
that “out-of-plane” aluminol vibrations are at higher frequency, between 3600 and 3800 cm ', unlike the a-quartz
(0001) surface whose vibrational density of states of both “in-plane” and “out-of-plane” silanols overlap in a wide region
3000-3800 cm *.” Later, DelloStritto et al. compared the performance of several popular exchange and correlation
functionals, including PBE, PBE with Tkatchenko—Scheffler correction (PBE-TS), revised PBE and SCAN meta-GGA
functionals; they found that revised PBE has poor performance in reproducing experimental interfacial water structures
and vSFG spectra, even though it does well for the water/vapor interface.'®® Spectra predicted by revised PBE show too
much blueshift whereas spectra from PBE or PBE-TS have stronger intensity in the low frequency region, indicating
that they predicted an overstructured interfacial water as they did for bulk water."*®*** The meta-GGA SCAN func-
tional,’**> which has provided more accurate description of the structure,'*® dynamics,"** IR spectra’®> and pK,"*° of
bulk water as well as the solvation structure of Cl—,'*’ outperforms PBE-TS, giving the best interfacial structure,
dynamics and vSFG spectra, demonstrating that the SCAN functional can describe interfacial water and the solid sur-
face well at the same time (Figure 10)."*" Interestingly, the spectrum of the a-alumina (1120)/water interface shows
more redshift than the less corrugated (0001) interface while water at the (0001) interface has longer H-bond lifetimes
and a larger order parameter. As a result, concepts such as “strong H-bonded”, “ordered", “redshifted” and “ice-liked”
are correlated, but they are not equal and observing one behavior does not guarantee the others. Thus, we should be
careful when using these concepts.

The vSFG of the alumina (0001) surface was also calculated by Melani et al. with simplified parametrized velocity-
velocity autocorrelation function methods and they proposed a similar interpretation as DelloStritto et al.'*®* These
works provide a well-defined paradigm to analyze vSFG spectra using AIMD simulations: running simulations with
advanced density functionals, such as the SCAN functional, then calculating the vSFG spectra of the system and its
components. By carefully comparing simulation results and experimental measurements and assigning experimental
peaks, more microscopic structure information can be revealed to advance our understanding of water/solid interfaces.

Besides vSFG, XRR is also used to study the water/a-alumina (0001) interface. The effective electron density can be
obtained by fitting the XRR and compared with that calculated from MD simulations.”*'** The experimental and simu-
lated results were qualitatively similar, but quantitatively different (Figure 11), indicating that an improvement of current
density functionals is still required, especially the ones with moderate cost that could be used for AIMD simulations.**"*°
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FIGURE 10 Comparison of vSFG spectra of the water/

Ll a-alumina (0001) interface from experiments and AIMD

simulations. The spectrum predicted by SCAN agrees best with

.:g ol experiments in this work. Spectra from PBE or PBE-TS overestimate
_: intensities at low frequency while features at low frequency are

g a8 missing in RPBE. Reprinted with permission from Ref. 131.
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As mentioned above, alumina draws less attention than silica and many important questions still puzzle researchers.
One example is the pK, of the octahedral Al,OH group, which is the only type of hydroxyl group on the alumina (0001)
interface, reported as 16.6 by one source,”” while the pK, of water/gibbsite (0001) reported as 22,"* both determined using
the BLYP functional. Gibbsite is one polymorph of Al(OH); whose (0001) surface has similar octahedral Al,OH groups as
alumina (0001). However, experimental measurements using potentiometric titration report the pK, of ALOH as 12.5.'*
The reason of such discrepancy between experiments and simulation is unknown and requires more investigation. What
is more, a bigger problem is that the experimental pK, is smaller than that of water, indicating the surface deprotonates in
basic solutions but all simulation results predict that the surface cannot release any protons in water.'** Interestingly,
hematite (0001) surface is similar to alumina (0001) and the predicted pK, of Fe,OH by AIMD is 21.7, comparable with
ALOH, but much higher than the value predicted by the valence bond model (about 12).}** The pK, of SnO, is consistent
with experimental PZC measurements.'** Understanding disagreements between simulations and experimental measure-
ments is crucial to model the interface in acidic or basic solutions because the surface protonation state, surface charge
density, and interfacial water orientation are mainly determined by the surface pK,.

5 | WATER/TIO, INTERFACES

Titanium oxide is widely used in white pigments, photocatalysts, electrochemical devices, and biocompatibility mate-
rials."** Several reviews focusing on TiO, surfaces or water/TiO, interfaces have been published in the past few
years.'*™'*” Common TiO, forms occurring in nature are rutile, anatase and brookite. Rutile (110) is the most stable
facet and has been the most widely studied.'**

51 | Water adsorption

The simplest scenario related to water/TiO, interfaces is the pure water adsorption onto the perfect, defect-free solid
surface, which has been studied by the combination of experimental phase-sensitive vSFG and AIMD simulations. The
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(f)

FIGURE 12 Water dissociative adsorption on TiO, surfaces: (a) the structure of anatase (101) and (b) rutile (110) surfaces with atom
labels; (c) before and (d) after water dissociation at the anatase (101) surface; (e) before and (f) after water dissociation at the rutile (110)
surface. Reprinted with permission from Ref. 151. Copyright (2017) American Chemical Society
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vibrational spectra have been computed and both Hosseinpour et a and Andrade et a observed a positive peak
at 3100 cm™ ', assigned to “physisorbed” water that donates a strong H-bond to the surface, and a negative peak at
3400 cm~'. However, the origin of feature at 3400 cm ™' is under debate. Hosseinpour et al. proposed the concepts
“chemisorbed” and “physisorbed” water; the former is dissociated water forming a covalent OH bond with the surface
five coordinated Ti atoms and the latter remains as an intact water molecule. In Hosseinpour et al.'s work, the feature
at 3400 cm ' is assigned to “chemisorbed” water molecules,'*® while in Andrade et al.'s work, after water dissociative
adsorption, the signal at 3400 cm ' decreased comparing to non-dissociated simulations, because such dissociation
perturbed water in the first layer.">°

The “chemisorbed” water is also reported in other simulations of water/anatase (101) and water/rutile (110) inter-
faces using a reactive force field.">' Water first contacts with 5-coordinated Ti atoms, dissociates leaving hydroxyl
groups that form Tis OH like structures. The resulting H" moves to the nearest 2-coordinated surface oxygen (O, for
anatase and Oy, for rutile, Figure 12). All O,./Oy, sites are covered by H" but only half of the Tis, sites are terminated by
OH . The coverage of Tis. for anatase (101) is higher than that of rutile (110), leading to a higher positive surface poten-
tial of rutile (110) than that of anatase (101). The diffusion constant of water near those interfaces is about 2 orders of
magnitude slower than the bulk, indicating strong water-interface interactions but the average interfacial hydrogen
bonds strength and lifetime do not increase significantly. One weakness of this simulation is that the IR spectrum
predicted by ReaxFF is less accurate than expected, indicating that fast classical simulations may not be able to repro-
duce all the properties of the studied systems.

Water dissociation is also observed at the brookite (210) interface and interestingly, ions, such as K" and C1-, are
found to promote water dissociation and increase surface hydroxylation, that is, more than 30% of surface groups
are hydroxylated when KCl is present, comparing to less than 20% in pure water.'>* Previous research has shown that
the hydroxylation of the TiO, anatase surface can enhance the photocatalytic efficiency for water splitting.'>* Since the
carbonate ion can enhance hydrogen evolution at the K,NbsO, surface,'>* it will be exciting if ions can further increase
the photocatalytic efficiency on TiO, or other surfaces.

According to the works discussed above, simulations have enabled a clearer picture about the microscopic nature of
(pure) water/TiO, interfaces to emerge. Some TiO, surfaces are superhydrophilic due to strong interactions with both
“physically” and “chemically" adsorbed interfacial water. The chemical adsorption, or dissociative adsorption of water,
can also happen at water/TiO, interfaces, making the surface OH terminated. Since electrochemical catalysis is one of
important applications of TiO,, preliminary knowledge of water adsorption on the TiO, is essential to inspire better
materials design.

5.2 | Electrochemical applications

Since 1972, when Fujishima and Honda discovered the photocatalytic power of TiO,,'>> designing high efficiency mate-
rials for water splitting or hydrogen generation to overcome the energy crisis has become one of the most popular areas
in scientific research. Many MD simulation articles related to this topic have been published in recent years, mainly
focusing on the oxygen evolution half-reaction (OER), the rate-determining step at TiO, interfaces.'>*'>” Valdés et al.
proposed the following mechanisms from AIMD simulations of the water/rutile (110) interface for water oxidation,
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containing four sequential proton-electron transfer (PET) steps at water/anatase (101) interfaces in the presence of

surface-trapped photoexcited holes'”:

*OH, +h" — xOH+H* (12)
*OH+h' -0+ H" (13)
*0+H,0+h" — +O0H+H" (14)
*OOH+h"™ — 0, +HT, (15)

in which the first step is the most difficult. Recently, Li et al. investigated water oxidation on the anatase (101) surface
using the hybrid density functional PBE0."*® Based on the mechanism above, the authors find that the first step requires
water adsorption at Tis. site and release of a proton to create an *OH radical.'*® Next, the proton in the *OH radical
leaves, the *O and a surface oxygen together form a bridging peroxo dimer (0,°")y,. The last two steps involve a con-
certed two-electron-transfer pathway, instead of a nucleophilic attack from water that was reported at a rutile sur-
face.'®'®! The authors also state that the lower probability of the two-electron-transfer is the reason for the lower OER
performance of anatase compared with rutile.

Stecher et al. calculated the free energy barrier for water oxidation at the rutile (110) interface using quantum
mechanics/molecular mechanics (QM/MM) techniques.'®® QM/MM can provide better sampling and overcomes some
infinite-size effects due to the limited scale of AIMD simulations. Another improvement of this work is that energy gap
is selected as the reaction coordinate instead of common geometric coordinates. The results show that the free energy
barrier is 0.2-0.25 eV higher than the rutile band gap, depending on the orientation of the bridge water molecule. Those
numbers indicate that OER reactions are not able to happen near the perfect rutile (001) interface. An alternative
hypothesis is that defects on the surface promote water dissociation, which has been observed on the rutile (110) sur-
face.'®® Excess electrons can be generated from the defects and their behaviors have been investigated by Selcuk
et al.'® They found that an excess electron at the water/anatase (101) interface can be trapped, forming a stable Ti*"-
Ow:H complex, which facilitates reduction reactions. However, the (001) surface repulses electrons and oxidation reac-
tions are favored. These results are in good agreement with photoemission spectra and the authors proposed that cata-
lytic activity can be tuned by optimizing the ratio of anatase (101) and (001) surfaces. Since catalysis at TiO, surfaces is
still a hot area, simulations can be used to reveal the mechanisms by quantifying the free energy along reaction coordi-
nates or analyzing the electron behaviors.

5.3 | Biomolecule adsorption

Due to the biocompatibility and biosafety of TiO.,, its applications as implant materials or biosensors are of great inter-
est.*>1% It is necessary to investigate the interaction between the solid surface and small biomolecules since they are
ubiquitous in human beings and some of these interactions could be harmful to patients. Amino acids or short peptides
can be chosen as model molecules since they can be a mimic of proteins, the molecules of life.

YazdanYar et al. studied the adsorptions of several single amino acids (Ala, Asp, Lys, Arg, Leu, and Ser) on the neg-
atively charged rutile (110) surface.'®® Using well-tempered metadynamics, they calculated the PMF with respect to two
collective variables, the distance between the solid surface and center of amino acids’ backbone or side group. Such sep-
arated collective variables help the interpretation of molecule adsorption. All six amino acids can be adsorbed by the
negatively charged surface via their backbone, irrespective of their side group. It is not surprising that Arg and Lys,
whose side chains are positively charged, can also be adsorbed via their side chains.

Ions can also affect biomolecule adsorption. For example, Zheng et al. studied tripeptide (Pro-Hyp-Gly) adsorption
on the rutile (110) and found that Ca®" does not affect the tripeptide adsorption on the neutral surface, but leads to a
strong interaction with both the negatively charged surface and the COO™ group, making the tripeptide indirectly bind
with the surface and finally transform to directly bind via the COO~ group.'®’ In practice, using small model molecules
for studying biomolecule adsorption is a preliminary but very important attempt because a simulation containing a
whole protein and solid surface is computationally costly to carry out and analyze.
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FIGURE 13 BMP-2 adsorption modes at different water/TiO, interfaces. Purple color highlights the wrist epitope, which shows

different orientations depending on the surface terminated groups. (a,b) at the OH-terminated anatase(101) surface, the wrist epitope either
points down or stays flat, (c) at the phosphite-terminated anatase(101) surface, the orientation of the BMP-2 changed and its wrist epitope
points up. It also points down (d) or stays flat (e) at the OH-terminated and points up (f) at the phosphite-terminated rutile(110) surface.
Reprinted with permission from Ref. 168. Copyright (2018) American Chemical Society

The next step can be to extend to simulations with biomacromolecules and a wider range of material surfaces,
which can be used to predict the properties of designed biomaterials. For example, the interaction between the protein
BMP-2, a growth factor for bone regeneration, and pure, OH-terminated or phosphite-modified rutile (110) and anatase
(101) surfaces have been investigated, revealing two effects of phosphite-modification on promoting bone regeneration:
(a) enhancing the adsorption of the BMP protein, (b) changing the orientation of BMP, making its wrist epitope point
outward and bind to BMP receptor type-I on cell membranes (Figure 13(c,f))."®® Since interactions between proteins
and oxide surfaces can affect physiological functions of implanted materials and oxide surfaces can be modified by sur-
face treatment, for example, grafting functional groups or polymers, taking advantage of MD simulations can definitely
lead to better design of biomedical materials by predicting their interactions before clinical assays.

54 | (8i03)x(Al05),-(MO,),

Besides silica and alumina, aluminosilicates are a significant component of the earth’s crust.

169 Here, in order to avoid

the complexity of the definition, we would like to discuss minerals containing silicon, aluminum, and oxygen together.

Kaolinite (Al,O3 - 2Si0, - 2H,0), an essential material for ceramic industries, is able to adsorb cations,

70 including

the nuclear waste *’Cs*.!”! Interestingly, Zeitler et al. found that ion adsorption affects the uptake of a negatively
charged crude oil model molecule at the edge kaolinite (010) surface. Although the number density of adsorbed Ca**

and Na™ are similar, Ca*"

enhances the uptake of oil molecules whereas Na™ is not able to do so, providing theoretic

explanation why injecting low salinity fluids can increase oil detachment from rocks to improve hydrocarbon

recovery.'’?
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Mica is a general name for a group of layered, sheet-like oxides of aluminum and silicon, one of which is muscovite,
KAI(AlSi3)O,o(OH),. The water/muscovite (001) interface has a flat cleavage surface and has been widely investigated by various
experimental methods such as XRR and AFM. To better interpret AFM measurements of water/muscovite interfaces, Kobayashi
et al. simulated AFM data by classical MD simulations.'” After decomposing the measured force, they found that the surface first
hydration layer (the water layer nearest to the solid) contributes most of the force of adhesion. Since the muscovite surface itself
contains ions, an interesting question is how ions on the surface and ions in water affect each other. The muscovite (0001) lattice
is hexagon-like and a K™ sits in the center of each hexagon but under certain conditions, K* can be replaced by other cations.
Later, they carried out MD simulations with other ions in group IA and IIA and found three binding types between cations and
the surface: at the center of hexagon sites (IS1), on top of Al (IS2) or out from the surface (OS) and the formation of IS1 and IS2
is highly dependent on the charge density of the adsorbed ions.'”* The charge state of mica solid also affects cation adsorption; Jia
et al. compared Na*, K™ and Cs* adsorption on mica surfaces with various charge densities and found that ion adsorption
followed the sequence Na™ > K* > Cs* at a low charge density surface (0.16 C/m? and lower) and Cs* > K* > Na™ at a high
one (0.24 C/m? and higher)."”> Mica continues to be an important model surface, for understanding ion adsorption.

6 | APPLICATIONS OF SIMULATIONS WITH OTHER OXIDE INTERFACES
6.1 | Heterogeneous catalysis

By choosing reaction coordinates carefully, the potential energy surfaces (PES) can be calculated using MD simulations
and a trajectory of how reactants become products could be identified from the PES plot. The highest point on the reac-
tion path is the transition state and its energy difference from the reactants is the reaction barrier. The protocol is suc-
cessfully used to study many chemical processes, including catalysis by metals.'”®

One example we will discuss in this review is the spontaneous water dissociation at the water/CeO, (111) interface.'”’
Farnesi Camellone et al. designed a CeO, surface with a Pty cluster on it. They found that after a proton transfer to the
CeO, surface, the resulting OH™ binds to a Pt site instead of the Ce site.'”® More interestingly, the dissociated water mole-
cule can either directly dissociate at the Pt cluster, or away from the cluster; in the latter case, the resulting OH™ is quickly
transferred to the Pt cluster via the Grotthuss-like proton transfer mechanism. The solvent water can help charge transfer,
making an electron of OH™ move to solid Ce(IV) atom, reducing it to Ce>*.'”® Such charge transfer cannot happen if no
Pt cluster is on the solid surface. Similar structures, such as gold nanoparticles (AuNP) on TiO, surfaces are predicted to
catalyze O, splitting for the oxidation of alcohol.'® Mufioz-Santiburcio et al. compared the reaction mechanisms in gas
phase and liquid phase to investigated how solvent water molecules enhanced the catalysis efficiency.'® In the gas phase,
the proton of the reagent, methanol, donates its hydroxyl proton to surface preadsorbed dissociated O, and an aliphatic
hydrogen moves to the AuNP in the form of hydridic H™. The concerted mechanism in the gas phase requires that all
charge transfer happen at the same time. As a result, the substrate needs to co-adsorb to O, and AuNP simultaneously.
However, in the liquid phase, the reaction is stepwise, decoupled in time and space. After donating the hydroxyl proton by
the Grotthuss mechanism to surface dissociated O,, the intermediate is stable and has more opportunity to adjust its con-
figuration until an aliphatic hydrogen moves to the AuNP. In addition, in the presence of liquid water, the AuNP contains
more charges that are stabilized by water solvent molecules, which can enhance the activation of surface adsorbed O, and
the overall catalytic efficiency. This suggests that doped water/solid interfaces are promising catalysts.

However, water/solid interfaces are not always good for catalysis. One example is acetic acid ketonization on the ZrO,
(111) surface. By comparing the reaction paths in the gas phase and in aqueous solution, Cai et al. observed a lower
reaction rate at the water/ZrO, interface than at the vapor/ZrO, interface because at high water coverage, surface sites
are occupied and substrate accessibility decreased.’®' Nevertheless, water/solid interfaces are very promising systems
for catalysis, especially when doped by nano-scale clusters. It can be expected that the demand for such catalysts will
keep increasing and their careful design is of vital importance. As a result, AIMD simulations can be useful to predict
and prescreen “future” materials.

6.2 | Prebiotic peptide formation

The polymerization of small biomolecules, such as amino acids or nucleotides, forming proteins or nucleic acids, is
believed to be a fundamental process in explaining the origin of life.”” Amino acid condensation is not favored in bulk
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water but mineral surfaces, such as silica, are able to catalyze the reaction.'®* Besides silica, using Mg;Al(OH);" as a
model of layered double hydroxides, which were common in early earth, Erastova et al.'s MD simulations demonstrated
how the mineral surface helps amino acid adsorption and alignment, as well as how wetting-drying cycles help peptide
bond formation.'®

7 | MOLECULAR DYNAMICS SIMULATIONS OF INTERFACES USING
NEURAL NETWORK POTENTIALS

MD simulations are based on a mapping between any given molecular configuration and energy; this map is used to
calculate forces and thus to generate a time-evolved configuration after integration of the equations of motion. The
most accurate methods are those obtained from post-Hartree-Fock methods, based on quantum mechanics and a
numerical solution of the Schrodinger equation. This level of accuracy is required to make reliable predictions on, for
instance, molecular configurations. However, these AIMD simulations are very time-consuming even when DFT is
used for solving the electronic structure problem. In classical MD simulations, complex interactions between atoms are
phenomenologically captured by analytic functions of the atomic coordinates, such as bond lengths, bond angles, dihe-
drals and charges on atoms. This highly approximate approach is very useful because of the relatively low computa-
tional cost. However, due to the limitations of the mathematical form of force fields and the empirical process of
optimally parameterizing them, the accuracy of classical MD simulations is not guaranteed and, perhaps most critically,
it is difficult for classical MD to handle chemical reactions.

An alternative approach to empirical force fields, that is gaining increasing popularity, is based on neural network
potentials (NNPs). This family of algorithms, traditionally employed in applications such as face recognition, self-
driving cars and decision-making, can be used to calculate energies or forces for MD simulations directly from the
chemical structures after proper training.'®* NNP-MD simulations have a disadvantage that the energy function cannot
be easily interpreted in terms of intuitive physical concepts such as bond lengths, angles, and so on. However, its com-
putational cost is much lower than that of AIMD. As a result, NNP-MD can also reach AIMD-level accuracy but the
scale can be increased to thousands of atoms for several nanoseconds (an improvement of two orders of magnitude both
in length-scale and time-scale).

The NN employed to describe the potential energy surfaces in NNP-MD use as input the Cartesian coordinates of
each atom and provide, as output, the total energy and the forces acting on each atom. These are calculated by consider-
ing the local environment of each particle using either a local Cartesian frame of reference or a set of local descriptors
of the molecular configuration referred to as “symmetry functions” (first proposed by Behler and Parrinello).'®>'%¢ The
latter approach makes it easier to ensure permutational symmetry of the energy function, that is, the invariance of
the latter upon exchange of labels between identical particles. The total energy is then obtained through a summation
over the atoms as discussed in detail in Refs. 185,186. While the NNP-MD implementation by Behler and Parrinello
requires prior definition of symmetry functions, the Deep Potential techniques introduced by Weinan E's group can
learn these on the fly and thus requires only Cartesian coordinates as input.'®”*%® Multiple benchmarks indicate that
Deep Potential can reach AIMD accuracy at a computational cost not much higher than classical simulations,'® for
example, the liquid-liquid transition of bulk water at high pressure.'*°

There are several reports of NNP-MD simulations of water/oxide interfaces.'”' One example is the interfacial proton
transfer at the water/ZnO (1010) interface.'”> NNP-MD simulations containing about 2000 atoms for nanosecond time-
scales were carried out and proton transfer among surface OH groups and interfacial water was observed.'**> The PMFs
of proton transfer, based on the number of donated or accepted H-bonds, were calculated and it was determined that
water molecules that would lose a proton preferred not to accept hydrogen bonds. However, due to the H-bond fluctua-
tions, those water can receive one more H-bond and the barrier of proton transfer decreases. Although the fraction of
interfacial water molecules accepting one H-bond is not the highest, it makes the predominant contribution to proton
transfer by what is called the “presolvation” mechanism. The simulation workload is much beyond what AIMD is able
to handle and classical MD simulations are not able deal with proton transfer properly, demonstrating the power of
NNP-MD simulation for investigating chemical reactions in complicated environments with AIMD-level accuracy and
proper statistical significance. In later works, proton transfer at both water/ZnO (1010) and (1120) interfaces was stud-
ied and different types of proton transfer were revealed.'*>'** At the (1010) surface, the proton diffusion coefficient
along the (1210) direction is about 20 times higher than that along the (0001) direction, indicating that proton transfer
is “pseudo-one-dimensional”; however, at the (1120) surface, proton transfer is two dimensional, along both the (1100)
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FIGURE 14 Free energy profile of proton transfer from NNP-MD simulations at the (a) ZnO (1010) interface and (b,c) ZnO (1120)

interface. For the ZnO (1010) interface, proton transfer along the (0001) direction has a high barrier (3.5 kgT, green in (a)), but that along
the (1210) is more accessible. For the ZnO (1120) interface, proton transfer is along both two directions. Reprinted from Ref. 193—Published
by The Royal Society of Chemistry

and the (0001) directions (Figure 14). The NNP-MD simulations are also used to study the vibrational spectra of the
water/ZnO (1010) interface, finding that the frequency of water species within 4 A of the surface were perturbed. They
decompose the total OH vibrational spectra into contributions for each water species though their signals basically over-
lap together. This work shows that NNP-MD simulations can not only reproduce the structure and energy as AIMD,
but it can also provide reliable dynamics. Now, NNP-MD has been implemented in LAMMPS.*>

8 | THE FUTURE AND CHALLENGE OF THIS FIELD

As pointed out in previous sections, the applications of MD simulations have grown rapidly in recent years thanks to
increased computational resources. However, MD simulations are not panaceas to investigate all chemical processes
near water/oxide interfaces. We list several limitations and challenges of current MD simulations and expect that break-
throughs could be made to increase the impact of this field.

Perfect, defect absent solid surfaces were used in most simulations as a model of “real” surfaces in experimental
conditions. Such a simplification could be used for stable surfaces but in the real world, besides intrinsic defects of min-
eral crystals, dissolution and precipitation keep reshaping the interfaces. However, how such processes affect local
water structure is unknown.

Second, when the ion concentration is low, the thickness of interfacial region could be as long as 10-100 nm, mak-
ing simulations of the interfacial region at all-atomic level slow and ineffective. It will be a good practice to perform
multiscale modeling with a simplified diffuse layer to reduce simulation cost and keep the interfacial region complete.

MD simulations of aqueous/oxide interfaces often seek comparisons with experimental data. The vibrational spectra
of water are a common target but contain features that are challenging to calculate; namely the bend + liberation com-
bination band which contributes a broad feature near 2100 cm ™' and the Fermi resonance of the bend overtone with
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the symmetric stretch.'®® In addition, other modes such as the bend +stretch combination band have the advantage of
eliminating complications of the Fermi resonance and can allow for H,O and surface hydroxyls modes to be distin-
guished.’®® Accurate calculations of these important experimental observables are key to successful microscopic inter-
pretation. Progress in this area could have a major impact on our understanding of aqueous interfaces and bulk water
environments.

Other limitations in MD simulations, such as the accuracy of force fields, the limited time/length scales of simula-
tions and the neglect of nuclear quantum effects are not inevitable in MD simulations of water/oxide interfaces. Besides
those theoretical concerns, we expect that more software tools could be developed to accelerate the preparation and
analysis of simulation results, such as web-based CHARMM-GUI,'®® which supports modeling mineral surfaces. In
addition, new technologies such as virtual reality could help the visualization of MD simulations."®’

9 | CONCLUSION

We have reviewed computational MD simulations of water/oxide interfaces, with a focus on chemical processes,
such as water or small molecule adsorption, pK, calculation near interfaces and heterogeneous catalysis. The
behavior of interfacial water is quite different from that in the bulk and more sophisticated descriptions than
approximations based-on mean-field levels, such as EDL theory, are required. Solutes, such as ions or biomole-
cules, can adsorb onto the surface and further affect interfacial water structures. Using AIMD, the pK, of surface
OH groups, the pK, of solutes near interfaces and how solutes affect surface pK,, can be investigated. From MD
simulations, vibrational spectra, such as widely reported vSFG, can be calculated and compared with experimental
measures. Chemical reactions at interfaces, such as catalytic water splitting at water/TiO, interfaces, can also be
studied by MD simulations which reveal the estimated free energy profile and the catalytic mechanism. The micro-
scopic insight provided by computational studies advances our understanding of the chemistry and physics at
water/solid interfaces and complements experimental characterizations. Lastly, to overcome current limitations in
classical MD and AIMD simulations, NNP-MD simulations can enlarge the scale of AIMD-like simulations to the
level of classical simulations without the loss of accuracy at a reasonable cost, which could be a promising method
for MD simulations in the future.
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