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Topological properties of interfacial hydrogen bond networks
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Hydrogen bonds play a crucial role in the anomalous behavior of water. While the properties of individual
hydrogen bonds have been extensively studied, the topological characteristics of the resulting hydrogen bond
network remain less explored. In this study, we employ molecular dynamics simulations to examine various
aqueous interfaces, uncovering an increased number of hydrogen bonds parallel to surfaces compared to
bulk water. To quantify the topology of these networks, we introduce estimators for network percolation and
dimensionality. Our findings reveal that the elevated proportion of hydrogen bonds parallel to the interface
significantly influences network connectivity, reducing both the number of water layers and the distance from
the surface at which the network achieves full connectivity. Consequently, hydrogen bond networks at interfaces
exhibit more “two-dimensional” characteristics than those in bulk water due to high local water density and the
competition between water-water hydrogen bonds and water-surface interactions.
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I. INTRODUCTION

Understanding and controlling interfacial phenomena is
essential for a wide range of applications, including catalysis,
electrochemistry, dissolution, corrosion, and electrochemi-
cal energy storage [1–9]. A fundamental question about
interfacial phenomena concerns the origin of their distinct
properties: how do these properties depend on the structure of
the solid and liquid components? The question is especially
pertinent for aqueous interfaces, as strong hydrogen bonds
(hydrogen bonds) of water result in a structured liquid with
anomalous behaviors, such as a high boiling point and surface
tension [10,11]. The fluctuation of hydrogen bonds also play
a critical role in driving proton transfer in water [12–18].

In bulk water, each water molecule forms an average of
3.5 hydrogen bonds [19], much higher than the percolation
threshold of a 3D network [20]. This suggests the presence
of an isotropic and homogeneous hydrogen bond network
connecting all waters without a preferred orientation [21–23].
However, hydrogen bond networks at interfaces often differ
substantially from those in bulk water [1]. For instance, at
the water/air interface, the vacuum allows free unbonded
OH groups to be perpendicular to the surface and point
toward the air [24–26]. Hydrogen bonds between interfa-
cial waters tend to be parallel to the surface, resulting in a
connected hydrogen bond network at the topmost layer of
the interface [27–29]. Besides planar surfaces, water/protein
interfaces exhibit a monolayer of protein hydration that
displays “quasi-2D percolation,” a phenomenon believed to
be related to proteins’ biofunctions [30–32].
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Previous research has focused on individual hydrogen
bonds [33] and their perturbation by solute molecules [24].
However, quantitative descriptions for the entire hydrogen
bond network at interfaces are missing. To compare the entire
network at different interfaces and differentiate it from bulk
water, we propose universal network descriptors using graph
based approaches to characterize the 2D density-dependent
connectivity of water at water/air, α-alumina(0001), modified
graphene, Pt(111) surfaces, and the cut-bulk surface [34–39].
Additional details to model the surfaces are discussed in the
Supplemental Material [40] (SM, see also Refs. [4,10,30,41–
61] therein). These surfaces are charge neutral, possessing
both hydrophilic and hydrophobic character. Interfacial waters
interact strongly with the alumina surface but weakly with all
other surfaces [62–64]. The modified graphene surface con-
tains alternative positive and negative charges on the carbon
atoms, showing both hydrophilic and hydrophobic behaviors
[43]. Simulation results demonstrate that interfacial water
hydrogen bond networks are more densely connected than
those in bulk water. Although this property holds true for all
surfaces, we observe quantitative variations stemming from
the hydrophilicity of surfaces and the local water density.

To comprehensively investigate the nature of an inter-
face, it is imperative to accurately define its dimension. This
task is challenging especially for liquid-liquid interfaces and
liquid-vapor interfaces that often exhibit intricate shapes with
ambiguously delineated boundaries. To estimate the dimen-
sionality of the interface it is necessary to develop a method
to estimate the dimensionality of an arbitrary arrangement of
molecules. One effective strategy is to take advantage of the
scaling laws, where the intrinsic dimension of the space is
deduced from the limit of the cumulative distribution of pair
distances as the distance approaches zero [65]. Unfortunately,
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complex manifolds of points and noise can cause problems
with the estimation of the dimension [61]. An alternative ap-
proach is to compute the intrinsic dimension of a set of points
by using the geodesic distances, which measures the length
of the pathways between points using only nearest-neighbor
graph distances. This method yields accurate intrinsic dimen-
sions regardless of the shape of the manifold of points [61].
Consequently, the approach can be employed to assess the
intrinsic dimension of a molecule set situated at an interface.

While measuring the intrinsic dimension of a molecular
system is an excellent technique to determine its overall shape,
the structure of the hydrogen bond network is ignored. Meth-
ods to measure the intrinsic dimension work on a series of
points in N dimensions. In the context of water, these points
correspond to the positions of the water molecules, defined
by the positions of the oxygen (O) atoms. As each water
molecule frequently both accepts and donates hydrogen bonds
to its neighbors, water can be treated as a dynamic percolation
network. An alternative strategy to assess the structure of an
aqueous interface involves investigating the connectivity of
interfacial water and the path of their hydrogen bond network.

Anticipating our results, we find that we can accurately
measure the change of dimension of interfacial water using
the intrinsic dimension, defined as the dimension of a minimal
representation of a molecular structure. While there are small
deviations in the intrinsic dimension between interfaces, the
dimension shows similar behavior for all interfaces, and can
take several nanometers to converge to bulk values.

The connectivity of an hydrogen bond network at in-
terfaces generally yields more information than the dimen-
sionality. While 2D densities are the same at the surfaces
investigated in this work, the interfacial hydrogen bond net-
work has higher connectivity than that of bulk water. The
size of connected components formed by the hydrogen bond
networks are very different for different interfaces, illustrating
the importance of the competition between interactions, which
defines interfacial behaviors.

II. RESULTS AND DISCUSSIONS

A. Intrinsic dimensions of interfacial water

It is important to determine whether the width of the inter-
facial region differs between various interfaces with different
materials. We identify the location and thickness of the inter-
faces using the dimensionality, that is, where the bulk liquid
ends, and the interfacial region begins. We measure the size
of the interface by computing the intrinsic dimension of the
interface as a function of depth from the point at which the
density drops below 10−6 nm−3. The intrinsic dimension can
be thought of as the dimension of a minimal description for
a set of data. To make this idea more concrete, when applied
to structures, the intrinsic dimension can be thought of as the
fewest number of dimensions required to specify all points
of the structure. For example, consider a sheet of graphene
and a carbon nanotube, where it might at first appear that the
two structures have different dimensions. The graphene sheet
is flat and fits in a 2D plane and thus has a dimension of 2,
while on the other hand the carbon nanotube has a width,
height, and length and thus would appear to have a dimension
of 3. However, note that both structures can be fully described
using only 2 variables: the graphene sheet by the x-y displace-

FIG. 1. Plot of the intrinsic dimension of different water inter-
faces as a function of the depth of the interface from the point of zero
density.

ment, and the carbon nanotube by the angular and longitudinal
displacement. Thus, while the sheet and the tube require a
different number of Cartesian dimensions, their intrinsic di-
mension is the same. One can define the intrinsic dimension
for any set of points using a graph distance approach [61]. We
use this method to obtain the intrinsic dimension of a group of
water molecules by using the Oxygen positions as the inputs
for the intrinsic dimension estimator.

As expected, the intrinsic dimension as a function of depth
(Fig. 1) for interfaces between water and a range of different
materials rises from an initial value of approximately two to
an asymptotic value of approximately three over a distance of
about 3 nm, which matches the thickness of interfaces inferred
from density fluctuations [59]. While there are some slight
differences between the profiles of different interfaces, they
overall exhibit a remarkable similarity. This is particularly
surprising for the more flexible air/water interface, which
has some fluctuations out of the plane of the interface, in
contrast to interfaces with rigid bulk materials like alumina
and platinum. Thus, while the dimensionality of the interface
is well defined and reproduces results from other measures
of the interface, it does not yield any insight into the nature
of the hydrogen bond network at various interfaces. This is
most likely because the intrinsic dimension of a set of points is
defined by graph distances without any directionality, and this
ignores the directional nature of the hydrogen bonds between
water molecules.

B. Density and orientation of hydrogen bonds
between interfacial waters

A perfect, isolated 2D hydrogen bond network requires that
all water molecules reside within the same plane, akin to the
structure of 2D ice [66–68]. The configuration gives rise to a
δ-like function representing the local density of water oxygen
atoms. However, in this work, such an ideal, well-structured
arrangement has not been observed. Only at the Pt surface
is the water density between the first two peaks close to
zero. The density of this region at the graphene and alumina
surfaces is reduced but still higher than zero (Fig. 2). The first
peak of the local water density is significantly higher than

014105-2



TOPOLOGICAL PROPERTIES OF INTERFACIAL … PHYSICAL REVIEW B 110, 014105 (2024)

FIG. 2. Density profile (normalized to bulk water) of interfacial
water molecules at the five surfaces studied in this work. “Distance
z” represents the distance between water and the instantaneous sur-
faces. The left and right sides represent surface and bulk directions,
respectively.

the bulk liquid at alumina, Pt(111), and graphene surfaces,
suggesting a possible competition between hydrogen bonds
parallel and perpendicular to the surface. As for the cut-bulk
surface, the reference system with 3D behavior, the density
profile shows no pronounced peaks. Since the distance be-
tween two peaks of water local density at Pt surface is less
than 0.3 nm and hydrogen bonds between the two layers still
persist, the interfacial hydrogen bond network is not isolated
from bulk waters. Nevertheless, it is inadequate to conclude
that the water hydrogen bond network at Pt surfaces shows
2D behavior based on water density profile only.

Another characteristic of a perfect 2D hydrogen bond net-
work is that all hydrogen bonds are flat and parallel to the
surface, which can be assessed using the probability distribu-
tion of hydrogen bond orientations. In bulk water, hydrogen
bonds exhibit no preferred orientation, allowing their network
to expand into all three dimensions. Conversely, hydrogen
bond networks tend to expand parallel rather than perpen-
dicular to the surfaces. The distribution of hydrogen bond
orientation [Figs. 3(a) and 3(b)], P(cos φ, z), of interfacial wa-
ter shows that near the cut-bulk surface [Fig. 3(d)], the count
of hydrogen bonds perpendicular to the surface diminishes.
This decline can be attributed to the removal of water beyond
the surface, along with the associated cross-surface hydrogen
bonds, which are likely oriented perpendicular to the surface.
The hydrogen bond network is considered to have reduced
dimensionality if it has more parallel hydrogen bonds than the
reference cut-bulk surface.

The hydrogen bond network at the water/air interface is
not isolated, as indicated by a distinct area within | cos φ| <

0.5 and a thickness less than 0.2 nm [Fig. 3(f)]. The obser-
vation suggests that interfacial waters remain connected with
bulk water, even though a higher number of hydrogen bonds
exist within the first layer at 0.2 < z < 0.3 nm compared to
bulk water. At the alumina, graphene, and Pt(111) surfaces
that are characterized by higher local density, a significant
number of hydrogen bonds parallel to the surfaces are ob-
served, making the P(cos φ, z) show a “K” pattern (Fig. 3).

These interfacial hydrogen bonds are flatter (|cosφ| < 0.4)
than those at the water/air interface and the thickness of
the hydrogen bond network is only about 0.1 nm as a result
of high water local density that forces waters to form flat
hydrogen bonds. Similar behaviors have been observed for
ions under 2D confinement, which tend to be paired, forming
a crystal rather than a solution [69]. The hydrogen bond den-
sity in the region 0.2 < z < 0.4 nm for both P(cosφ, z) and
P(cosφ|z) show the trend Pt > graphene > alumina (Figs. 3
and S2), indicating pronounced hydrogen bond network isola-
tion. That is, waters in this layer prefer hydrogen bonds within
the layer rather than other layers. This phenomenon occurs
at the Pt surface and is the weakest at the alumina surface,
consistent with their local water density. At all surfaces in
this work, hydrogen bond networks of interfacial waters that
display behaviors of reduced dimensionality, such as parallel
orientational and low density of interlayer hydrogen bonds,
are observed with an increased water local density.

C. Topology of interfacial hydrogen bond networks

1. Universal enhanced connectivity and reduced dimensionality

The whole hydrogen bond network also shows charac-
teristics of reduced dimensionality. To assess the network
connectivity quantitatively, the “maximum connected ratio”
(MCR) is introduced as the ratio between the size of the
maximum connected component (NMCC) and the number of
interfacial waters (N):

MCR = NMCC

N
. (1)

The highest possible value of MCR is 1, when all interfa-
cial waters are completely connected. The water 2D density
(number of water per nm2) is chosen as the independent
variable and it is correlated with the thickness of the water
slab (Fig. S3). Even in bulk water, increasing the thickness of
water slab or the water number 2D density results in a higher
MCR value, consistent with the fact that in bulk water nearly
all waters are connected via hydrogen bonds. To eliminate the
influence of small, isolated clusters, we adopt MCR = 0.95,
i.e., when 95% of waters are connected in the hydrogen bond
network, as the threshold for connected. Comparing to the
cut-bulk surface, fewer waters per unit area are required to
reach the threshold of the connected state at all other surfaces
(Fig. 4), in other words, each water occupies the larger space
in the 2D plane.

The graphene and Pt(111) surfaces, characterized by high
local water density, require the fewest waters to be con-
nected, displaying the most pronounced 2D characteristics.
The 2D behavior near the alumina surface appears con-
siderably weaker. In contrast to other surfaces that lack
surface-water hydrogen bonds, waters donate strong hydrogen
bonds to aluminol groups, which compete with water-water
hydrogen bonds, making water orientation perpendicular to
the surface and disrupting the 2D behavior of interfacial hy-
drogen bond network (Fig. 4) [63].

Based on these observations, 2D behaviors of hydrogen
bond networks are determined by two key factors. First, weak
interactions between interfacial water and a surface promote
2D behaviors of the hydrogen bond network, due to the
challenge of maintaining a 3D hydrogen bond network with-
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FIG. 3. Distribution of hydrogen bond orientations of interfacial waters. (a), (b) Definition of the hydrogen bond orientation angle; more
details are discussed in the SM. (c) Color code used for heatmaps. (d)-(h) Joint probability P(cosφ, z) for the five surfaces. The label z of x
axes represents the distance between a water molecule and the instantaneous surface.

out water-surface hydrogen bonds, as waters do not prefer
free OH groups [70]. Second, water adsorption at surfaces
increases the local density, forcing waters to be connected via
in-plane hydrogen bonds.

The dimensionality can be effectively characterized using a
metric that captures the rate at which hydrogen bond networks
expand in the third dimension. The speed of MCR growth is
fit using

y = a ∗ tanh(b ∗ x + c) + 1 − a, (2)

where the coefficient b describes the growth rate of MCR.
Among all surfaces, the b value of cut bulk is the smallest,
consistent with the 3D behavior of bulk water. The MCR
at other surfaces grows significantly faster than bulk water
except for the Pt(111) surface whose low growth is attributed
to the high local water density. When fitting the MCR to the
thickness of hydrogen bond networks, growth at the Pt(111)
surface is the fastest among all surfaces and that of bulk water
is still the lowest (Fig. S3). Although the b value alone is
not a perfect indicator of the 2D behavior of networks, it
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FIG. 4. The maximum connected component (MCR) value ver-
sus number of waters per nm2 for all surfaces investigated. The
gray dotted line at the top is MCR = 0.95, the threshold of a fully
connected water slab. All other colored markers are directly calcu-
lated from simulation trajectories and all curves are fit using Eq. (2).
Yellow star markers represent the critical percolation points.

offers indirect evidence for enhanced 2D behaviors for these
surfaces.

2. Universal critical points of connectivity percolation transition

We also observed 2D percolation behaviors at all interfaces
and a uniform percolation critical point in Fig. 4. At the
critical point, we expected the power law of the probability
distribution [P(n)] of the sizes of water clusters (n) to follow

P(n) ∼ n−τ , (3)

where τ = 187/91 ≈ 2.055 is the two dimension critical
Fisher exponent [71,72]. For each thickness at each surface,
we compute P(n) and perform linear regression between
logP(n) and logn. The Pearson correlation coefficients (R2)
for all surfaces (Fig. S5) show that at very low thickness,
a high R2 is observed because there are not many water
molecules. The exponential cut-off correction is expected to
be significant only when n is high. The largest cluster sizes
at these thickness are on the order of a dozen and are less
by an order of magnitude compared to those at the critical
percolation points, as shown in plots P(n) with n for each
thickness (Figs. S10–S14). As a result, instead of selecting
the maximum R2, in this work, the thinnest water slab with
R2 < 0.95 is chosen as the critical point for each surface.
Further increasing the thickness of water slabs leads to a rapid
decrease in R2. This sharp change in the behavior of R2 is
another piece of evidence that the percolation phase transition
occurs at these points. R2 continues to decrease with increased
thickness because, above the percolation threshold, large clus-

ters containing most water molecules are observed, resulting
in a bimodal distribution of P(n). At these critical points, all
τ values obtained from Eq. (3) are around 2 (Table I), con-
sistent with the two dimensional critical Fisher exponent [72].
Last, the percolation critical points occur at about MCR=0.4
(Fig. 4) for all interfaces and we believe that it is a universal
behavior of 2D hydrogen bond networks of interfacial water.

3. Enhanced connectivity slows down dynamics of
interfacial water

The dynamics of interfacial water is also compared
(Fig. S8). The interfacial region is divided into four layers by
the distance to surfaces (defined in Table S3). In this work,
the mean square displacement (MSD) on x and y directions
is applied to describe water dynamics parallel to surfaces
[Eq. (4)]

MSD2d (t ) = 〈|(x(t ) − x(0)|2 + |y(t ) − y(0)|2)〉. (4)

In these calculations, the layers of water molecules are deter-
mined by their initial positions. The MSD data reveals that at
Layer 0 and Layer 1, water dynamics are faster at water/air
interfaces but slower at other solid surfaces, because surface-
water interactions restrict the movement of water molecules,
whereas there is no such interaction between water and vac-
uum. The water dynamics at cut-bulk surfaces are the same at
all layers because removing waters on one side after simula-
tions for analysis does not affect the movement of individual
water molecules. At solid interfaces, Layer 2 and Layer 3 are
less affected by solid surfaces. Diffusion in the two layers are
similar and comparable with the bulk. The continuous water
residence autocorrelation function describes the movement of
water perpendicular to surfaces [63], and is defined by

R(t ) = 〈r(0)r(t )sr (t )〉
〈r(0)r(0)〉 , (5)

sr (t ) =
t∏

i=0

r(i), (6)

where r(t) could be 1 or 0, representing whether a water
molecule is in or out of a specific layer, respectively. R(t)
exhibits a similar trend as the 2D MSD: water molecules that
move faster parallel to surfaces also do so pendicularly. The
only exception is Layer 2 at the water/Pt interface, where
R(t) decays slower and close to Layer 1 instead of Layer 3
at other solid interfaces. Also, only Layer 0 at the water/air
interface contains enough number of water molecules. At the
solid surface, the layer is thin and cannot hold water. There is
no water observed at Layer 0 for the Pt surface.

TABLE I. τ values and thicknesses (nm) at each surface at the critical point.

Surface Air Alumina (Cut)bulk Graphene Pt(111)

Thickness 0.12 0.24 0.26 0.15 0.205
τ 1.894 1.575 1.638 1.733 1.811
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III. CONCLUSION

In summary, we explored the topology of hydrogen bond
networks at the air, α-alumina(0001), modified graphene, and
Pt(111) surfaces and compared them with the cut-bulk surface
as a model of a 3D hydrogen bond network. All surfaces show
similar dimensionality, though it can take several nanometers
for the intrinsic dimension to converge to the bulk value.
In addition, at all surfaces compared to the cut-bulk one,
interfacial waters exhibit more hydrogen bonds parallel to
the surfaces. Using MCR and MCR growth as the metrics
of connectivity, we find that hydrogen bond networks at all
other surfaces need fewer waters to reach a connected graph,
showing increased connectivity and reduced dimensionality
at interfaces. Surfaces with higher local water density and
lower hydrophilicity show a more substantial reduction of
dimensionality. Notably, the methodology we developed is not
limited to planar surfaces and can be applied to water/protein
and other soft surfaces. This adaptability allows for the ex-
ploration of interfacial hydrogen bond networks and how the
networks affect the chemistry and physics at the surfaces. In
addition, developing advanced graph based models to describe

interfacial water is also necessary to understand the structure
and dynamics of phase transition of liquid water [39,73].
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